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I lead Cohere For AI, a research lab that works on fundamental machine 
learning research.

Open Science - 
contributing 

technical work to 
the open domain.

Full time 
research staff – 
focus on large 

language models 
and AI at scale.

Cohere For AI 
Research 

Programs - 
Scholars 
Program.



My research agenda to-date has focused on:
- Making large language models accessible by improving efficiency.
- Training models to fulfill multiple criteria 

Model 
Interpretability - 
reliable 
explanations for 
model behavior.

Model Compression - 
compact machine learning 
models  to work in 
resource constrained 
environments.

Model fragility and 
security - deploy secure 
models that protect user 
privacy.

Fairness - imposes 
constraint on 
optimization that 
reflects societal 
norms of what is fair.



I currently work on designing large scale 
language models that are efficient, 
multilingual, reliable and trustworthy. 

If any of these topics are interesting the talk, 
happy to discuss after the talk.



We are currently in a very exciting time for large language modeling 
research.
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While all of this is very exciting, in 
the time we have together today 

– I thought it might be fun to 
understand how we got here.



I want to introduce you to Joseph Weizenbaum – who made one of the 
chatbots called Eliza.

Eliza was based upon a popular 
form of therapy (rogerian 
therapy) — that involved 
repeating back to the patient 
what they just said.



Eliza used rules to determine the reply. There was no deep learning. You 
can see how this can fall of a cliff quickly.

You can explore Eliza yourself at 
https://web.njit.edu/~ronkowit/eliza.html

If Eliza couldn't identify a 
keyword or phrase, it uses a 
stock phrase, such as "Please 
go on." or “Let’s explore that 
a bit more.” 



Nonetheless, many users of Eliza were convinced of ELIZA's intelligence and 
understanding.  

Joseph became concerned when 
he caught his secretary using the 
program and telling it confidential 
things about her boyfriend.



1964 2017

2012

What separates Eliza from our 
current chatbots? What allows for 
research breakthroughs.
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For most of computer science history – two very different 
visions of how to make progress.

Rule based expert systems 
(ELIZA)

Deep Neural Network 
Approaches
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Rule based systems dominated mainstream research efforts 
from 1950-1980’s

Checkers (1956) Arthur Samuel (logic based search)

Wiki Link

https://en.wikipedia.org/wiki/Arthur_Samuel


Link here

Researchers working on deep neural networks were marginalized for 
several decades. This continued through 2012.

https://www2.cs.sfu.ca/~vaughan/teaching/894/papers/elephants.pdf


During this time, only a few countries preserved funding 
for connectionist ideas.
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Breakthroughs in Digit Recognition (1998)

Image source: Yann Lecun site,CS Toronto, ImageNet.org

http://yann.lecun.com/exdb/lenet/
https://www.cs.toronto.edu/~frossard/post/vgg16/
http://www.image-net.org/challenges/LSVRC/2012/supervision.pdf


We know in hindsight that the breakthrough for deep neural 
networks was in 2012, when overnight AlexNet dominated ILSCVR. 

AlexNet achieved  a 
top-5 error of 15.3%, 
more than 10.8 
percentage points 
lower than that of the 
runner up. 

Everyone switched to 
convolutional neural 
networks overnight.
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This breakthrough was in part due to a lucky fluke. 
Hardware designed for video games was repurposed for 
training deep neural networks.

- GPUs developed for video games
- Good at parallelizing matrix multiplies

https://www2.cs.sfu.ca/~vaughan/teaching/894/papers/elephants.pdf


1964 2017

2012

Overnight in 2012, everyone 
switched to deep neural networks.

Perseverance over 
decades led to the 
breakthrough of deep 
neural networks in 
computer vision. 



2017: The Transformer, the 
culmination of a rich history of 
language modelling
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Transformers were a breakthrough at 
modelling longer text dependencies. 
Overnight everyone abandoned LSTMs and 
switched to transformers.



1964 2017

2012

Transformers are the shared 
building block of almost all 
large language models.

Perseverance over 
decades led to the 
breakthrough of deep 
neural networks in 
computer vision. 

2023
Algorithm breakthrough 
– everyone switches to 

Transformers.



2017-2023: The great acceleration.



Pretraining on larger and larger datasets in an unsupervised 
fashion.

Step 1: 
Unsupervised 
pre-training of 
a transformer 
model on a 
massive web 
crawled dataset 
(i.e. train on 
the internet).

https://jalammar.github.io/how-gpt3
-works-visualizations-animations/



Why do we pretrain? 



Changes in optimization strategy –  previously, we would 
finetuning the model one task at a time.



Changes in optimization. This meant we would end up with 
dedicated independent models for each downstream task:

Model for 
sentiment 
analysis

Model for 
toxicity 
mitigation

Model for topic 
categorization

One custom model per task



Changed to multi-task fine-tuning. Moving to a single global 
model – train on multiple tasks at once.

Finetuning on a single 
task

Finetuning on many 
different tasks



Why is this a big deal – it transitions from having custom models for 
each task to having a single task-general model that can perform a lot 
of tasks, which only require zero or few examples

Model for 
sentiment analysis

Model for toxicity 
mitigation

Model for topic 
categorization

Single model 
trained on 
multi-task 
finetuning



The role of data in recent 
breakthroughs



There has been renewed interest in the types of data that lead to 
powerful zero shot abilities – performing well on completely 
unseen tasks.
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It turns out two ingredients have been particularly 
important at leading to breakthroughs in performance on 
zero and few shot tasks:

1. Structuring multi-task finetuning data as questions 
and answers.



1. Structuring multi-task fine-tuning data as questions and 
answers.



This combination – of multitask training and instruction style 
improves zero shot performance.

Finetuned language models are 
zero-shot learners (Wei et al., 2021).



Zero shot is particularly helpful for data limited regimes. Why? 



Zero shot is particularly helpful for data limited regimes. 

● Data limited regimes struggle to realize gains of 
fine-tuning.

● Fine-tuning large language models can be expensive – would 
be great if a model generalized to a task out of the box.

ACL Keynote,Conneau et al. 

https://drive.google.com/file/d/1tjeZz8xbEL4peXgUTcucO-4Kaz4Vm-rm/view
https://arxiv.org/abs/1911.02116


However, it also requires larger and larger models to take advantage of 
instruction tuning (partly explaining our race to ever larger models).

link

https://ai.googleblog.com/2021/10/introducing-flan-more-generalizable.html


It turns out two ingredients have been particularly 
important at leading to breakthroughs in chatbot 
performance:

1. Structuring multi-task finetuning data as questions 
and answers.

2. Integrating human feedback about preferences



Which one do you prefer?

Gather feedback -> train 
model to align with 
feedback.

Upweight answers that 
humans find more 
meaningful.



Emerging area of optimization - not a clear winner 
w Reward Model: w/o Reward Model: 

Sequence Likelihood Calibration 
from Human Feedback (SLiC-HF) 

Margin Triplet Contrastive Loss

w Synthetic & Good only Data 



The original transformer was 
applied to machine learning 

transformation

2023 –  breakthroughs in almost 
all language tasks

Conversation

Generation

Classification

In summary, 2017-2023 has been a rollercoaster ride. 



So where are we now. Open 
challenges I am currently 

thinking about.



Challenge 1: The renewed 
urgency for efficiency.



A rapid growth 
in the size of 
networks. 
“Bigger is 
better” race in 
the number of 
parameters.

Canziani et al., 2016, Open AI 2019  

https://arxiv.org/pdf/1605.07678.pdf
https://openai.com/blog/ai-and-compute/


This characterizes both vision and NLP tasks.

Link here [Sharir et al. 2020]

https://www.sciencedirect.com/science/article/pii/S0743731518308773
https://arxiv.org/pdf/2004.08900.pdf


[Wei et al. 2022]

Different regimes of scale appear to induce emergent abilities – model performance 
which cannot be predicted from smaller models.

Few shot prompting performance Finetuning and few shot.

https://arxiv.org/pdf/2206.07682.pdf


A key limitation of this 

approach:

Relationship between 

weights and 

generalization properties 

is not well understood.



Why do we need so many weights in the first place?

1) Diminishing returns to adding more weights.

2) Many redundancies between weights

3) Intriguing relationship with data quantity and quality.

4) We can remove most weights after training.

5) Most weights necessary for representing a small fraction of the 

dataset.



1. Diminishing returns to adding parameters. Millions of parameters 
are needed to eek out additional gains.

Table: Kornblith et al., 2018 

Almost 
double the 
amount of 
weights for a 
gain in 2% 
points.

[Kaplan + 2020]

https://arxiv.org/pdf/1805.08974.pdf
https://arxiv.org/pdf/2001.08361.pdf


2. Redundancies Between Weights

Denil et al. find that a small 
set of weights can be used to 
predict 95% of weights in the 
network. 

[[Denil et al., 2014]] 

https://arxiv.org/abs/1306.0543


3. Intriguing relationship between weights and data.

[[Hoffman et al. 2022, blog]] 

https://arxiv.org/abs/2203.15556
https://lifearchitect.ai/the-sky-is-bigger/


4. Most weights can be removed after training is finished (while only 
losing a few % in test-set accuracy!)

[[The State of Sparsity in Deep Neural Networks, 2019, Gale, Elsen, Hooker]]

With 90% of 
the weights 
removed, a 
ResNet-50 only 
loses ~3% of 
performance 
(for certain 
pruning 
methods).



5. Across a variety of settings and modalities, we find that removing weights 
causes models to loss performance on the long-tail.  The majority of weights 
(90% of all weights) are used to memorize very rare examples in the dataset. 

[[Hooker et al. 2019, Hooker, Moorosi et al, 2020]] 

When we 
remove weights 
models lose 
performance on 
rare examples. 

https://arxiv.org/abs/1911.05248
https://arxiv.org/pdf/2010.03058.pdf


6. Recent work suggests that outliers are not an inherent property of LLMs at 
scale

[[Arash et al. 2023]] 

● Properties/abilities that are “present 
in larger language models but not in 
smaller ones”(Wei et. al., 2022)

● Emergent outlier dimensions in LLMs’ 
hidden-states make Post Training 
Quantization (PTQ) difficult for models 
at scale (> 6B).

● Our work shows that these emergent 
properties are not inherent, but 
depends on optimization choices made 
during pretraining.

https://arxiv.org/pdf/2305.19268.pdf
https://arxiv.org/abs/2206.07682


All this suggests that scale is a 
highly expensive way to achieve certain 
optimization properties, but not the 
only way. We do not have a good 
understanding of the relationship 
between model capacity and learning.

“

”



Motivation: Understanding how varying model size impacts 

generalization is an increasingly urgent question:

How do generalization 

properties change as models 

get bigger and bigger?

- How does this impact 
responsible deployment? 
Fairness, robustness, 
privacy.

Why do we need so many parameters to 
begin with?

- Deep neural networks appear to be an 
incredibly inefficient representation

- If most weights are redundant, why do 
we need them in the first place?

- Can these insights guide us to better 
optimization protocols?



Point of comparison: our Brain is incredibly energy efficient.

Has over 85 billion neurons but runs on the 
energy equivalent of an electric shaver

Key design choices to embed efficiency:
Specialized pathways
Simulate much of what we “see”
Log scale vision



A lot of my own research has focused on efficiency (both data and 
weights). So happy to discuss any topics of interest here after the talk.

https://arxiv.org/abs/2106.11872
https://arxiv.org/abs/2106.11872
https://arxiv.org/pdf/2201.05610.pdf
https://arxiv.org/pdf/2201.05610.pdf
https://arxiv.org/pdf/2110.03036.pdf
https://arxiv.org/pdf/2110.03036.pdf
https://openaccess.thecvf.com/content/CVPR2022/papers/Agarwal_Estimating_Example_Difficulty_Using_Variance_of_Gradients_CVPR_2022_paper.pdf
https://openaccess.thecvf.com/content/CVPR2022/papers/Agarwal_Estimating_Example_Difficulty_Using_Variance_of_Gradients_CVPR_2022_paper.pdf
https://arxiv.org/pdf/2102.01670.pdf
https://arxiv.org/pdf/2102.01670.pdf
https://arxiv.org/pdf/2107.13098.pdf
https://arxiv.org/pdf/2107.13098.pdf
https://openaccess.thecvf.com/content/CVPR2022/papers/Agarwal_Estimating_Example_Difficulty_Using_Variance_of_Gradients_CVPR_2022_paper.pdf
https://openaccess.thecvf.com/content/CVPR2022/papers/Agarwal_Estimating_Example_Difficulty_Using_Variance_of_Gradients_CVPR_2022_paper.pdf


Challenge 2: Reliability and 
Auditing



A lot of the research of our group has focused on measuring model 
robustness and brittleness

https://arxiv.org/pdf/2201.05610.pdf
https://arxiv.org/pdf/2201.05610.pdf
https://arxiv.org/pdf/2107.13098.pdf
https://arxiv.org/pdf/2107.13098.pdf
https://openaccess.thecvf.com/content/CVPR2022/papers/Agarwal_Estimating_Example_Difficulty_Using_Variance_of_Gradients_CVPR_2022_paper.pdf
https://openaccess.thecvf.com/content/CVPR2022/papers/Agarwal_Estimating_Example_Difficulty_Using_Variance_of_Gradients_CVPR_2022_paper.pdf


Important generalization challenges which need to be 
addressed:

1. Hallucinations
2. Difficulty updating to reflect new information.
3. Auditing at scale



Hallucinations – LLM will always generate a response (no ability 
to abstain from answering). 

Open research 
problem that 
impacts all of our 
models. How do we 
train models to 
abstain when there 
an event is low 
certainty?
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2. As soon as a model is trained, it becomes out of date.
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3. We often need to understand where models performance is 
brittle. However, human validation of model behavior is infeasible at 
scale.

Mean 
trajectory

Individual 
trajectories

Move towards 
techniques which 
leverage model 
signal to surface 
relevant examples -> 
MAP-D

Siddiqui et al. 2022

https://arxiv.org/pdf/2303.00586.pdf


Leveraging model signal to 
audit large scale datasets



Challenge 3: Making sure no 
language is left behind.



“The limits of my language means the 
limits of my world.”

― Ludwig Wittgenstein



There are:
● 7,102 languages in the 

world
● Around 400 languages 

have more than 1M 
speakers and

● around 1,200 languages 
have more than 100k

● 2000 have fewer than a 
1,000 speakers

Sebastian Ruder Keynote, Washington Post 

https://drive.google.com/file/d/1T8aGnKxO7vRclhjfeDKEiARmsor5Cvsa/view
https://www.washingtonpost.com/news/worldviews/wp/2015/04/23/the-worlds-languages-in-7-maps-and-charts/


Languages are not treated equally by researchers. Some languages have 
received disproportionate attention and focus in NLP.  

Sebastian Ruder Keynote

Number of papers 
in top NLP venues 

referencing 
language per 1 

million speakers. 
[Van Etch et al. 

2022]

https://drive.google.com/file/d/1T8aGnKxO7vRclhjfeDKEiARmsor5Cvsa/view
http://www.lrec-conf.org/proceedings/lrec2022/pdf/2022.lrec-1.538.pdf
http://www.lrec-conf.org/proceedings/lrec2022/pdf/2022.lrec-1.538.pdf


This uneven coverage also means that many languages have been left out of 
the technological progress.

Open source multilingual state of art Large 
Language Models (LLM) are pre-trained a 
smaller subset of available languages.



Why have some languages been left behind in technological progress?

Much of our data in large language model 
training comes from the internet.



The composition of languages on the internet reflects the composition of 
early users.

5% of the world speaks English at 
home, yet 63.7% of internet 
communication is in English.

Statista

https://www.statista.com/chart/26884/languages-on-the-internet/


Under-resourced languages may have limited data available….

Sebastian Ruder Keynote

An astounding 80% 
of languages have 
no-text available = 

only ~1400 
languages have text 

corpus for NLP 
modeling.

https://drive.google.com/file/d/1T8aGnKxO7vRclhjfeDKEiARmsor5Cvsa/view


The long-tail of multilinguality, few high resource languages and many sparsely 
populated languages.

ACL Keynote,Conneau et al. 

https://drive.google.com/file/d/1tjeZz8xbEL4peXgUTcucO-4Kaz4Vm-rm/view
https://arxiv.org/abs/1911.02116


Often the data that is available is also low quality…

“44 of the 65 
languages that we 

audited for CCAligned 
containing under 50% 
correct sentences, and 

19 of the 20 in 
WikiMatrix.”

Kreutzer at al. 

https://direct.mit.edu/tacl/article/doi/10.1162/tacl_a_00447/109285


… or may be difficult to generalize from.

One of the most commonly used 
low resource corpus is JW300 – 
is very specialized religious 

corpus. From translated 
Jehovah witness writings. This 

leads to very specialized 
language that may not 

generalize to other settings 
we care about. 

Agic et al.

https://aclanthology.org/P19-1310/


The under-indexing of certain languages is also driven by 
access to compute resources. 

Ahia et al. 2021

The double-low resource bind 
refers to the co-occurence 
of limited data availability 
and high compute costs.

● Mobile data, compute, 
and other computational 
resources may often be 
expensive or unavailable

https://arxiv.org/abs/2110.03036


While considerable work has focused on English language instruct style 
datasets, far less has explored the benefits for a multilingual setting.



Most relevant is work released in November 2022 by Muennighoff et al.

Added multilingual 
and program 
synthesis datasets 
to P3.

Muennighoff et al.

https://arxiv.org/pdf/2211.01786.pdf
https://arxiv.org/pdf/2211.01786.pdf


Observed boosts in performance over base multilingual models.

Muennighoff et al.

https://arxiv.org/pdf/2211.01786.pdf


This is despite the datasets added only covering 46 languages, and 
having no human feedback optimization.

Muennighoff et al.

https://arxiv.org/pdf/2211.01786.pdf


There are plenty of low hanging fruit for improving the performance of 
multilingual on zero-shot and held-out test set settings.

● Human feedback loop optimization for 
multilingual

● Native speaker generation of templates 
for available multilingual datasets

● Auditing the quality of existing 
multilingual datasets

● Coverage of languages
● Exploring data augmentation strategies.
● Understanding multi-task weighting 

strategies.



Multi Institutional effort with researchers from industry and academia. 
Compute provided by C4AI.  Over 100+ countries represented.

Join us!



Open science commitment – We will release Aya dataset and 
model.

83

⭐ User login by country and language
⭐ Task selection
⭐ Feedback for prompt/completion
⭐ Leaderboard



Why are we calling this project AYA? 

a fern and is a West African symbol of “endurance, independence, defiance 
against difficulties, hardiness, perseverance, and resourcefulness.



This is an active open science project – part of our commitment of 
collaborating widely with other institutions to contribute research.

You can join the open science community if you want to get involved in the 
project.



Where does that leave us?



Exciting time to do research:
- Recent breakthroughs have unlocked more interesting problems
- Role of data has again begun to take on renewed importance
- Underexplored directions in multilingual, efficiency (both algorithmic, 

hardware<>algorithm co-design, in the data space).
- Important reliability issues - hallucinations, ability to update models 

efficiently. 

P 87



Let’s open up to discussion 
and questions.



Questions?

Feel free to reach 
out: 

sarahooker@cohere.com


