
2050: An AI Odyssey: Dark Matter of Intelligence

Yejin Choi 
University of Washington & AI2

The background art created by Jack Hessel, using DALL.E of OpenAI



What CVPR 2050 be like?



What CVPR 2050 be like?

Venue: metaverse?



What CVPR 2050 be like?

Venue: mars?
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What CVPR 2050 be like?
ChatGPT writes the paper 

ChatGPT reviews the paper 

ChatGPT rebuttal period 

Diffusion generates slides 

NeRF presents the talk 

ChatGPT summarizes the talk? 

Few-shot prompting &  

Instruction tuning? 

NeRF? Diffusion? Transformers? 

Autonomous driving? cleaning? 
plumbing? babyseating?  

LLMs (or LVMs?) as prior? 

Scaling laws no more? 
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ChatGPT reviews the paper 
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ChatGPT summarizes the talk? 

Few-shot prompting &  

Instruction tuning? 

NeRF? Diffusion? Transformers? 

Autonomous driving? cleaning? 
plumbing? babyseating?  

LLMs (or LVMs?) as prior? 

Scaling laws no more? 

Quantum Pre-trained Transformers (QPT) with perplexity 1.1??



What CVPR 2050 be like?

AGI is just 5-10 years away!! We haven’t solved compositionality yet!

We haven’t solved a dog level embodied AI yet!



Prolog: what CVPR 2050 be like 

Chapter 1: The Possible Impossibilities 
Chapter 2: The Impossible Possibilities 

Chapter 3:The Paradox 

2050: An AI Odyssey

The background art created by Jack Hessel, using DALL.E of OpenAI



The Possible Impossibilities?

AGI is seemingly around the corner; 
Is there really anything “impossible” with 

GPT5/6/7?



Circa 1878 …
“in this field, almost everything is already 

discovered, and all that remains is to fill a few 
unimportant holes”

Philipp von Jolly

Max Planck

“I don't wish to discover new things, 
only to understand the known 

fundamentals”🔥 Quantum Physics 🔥



Dark Matter 
Schrödinger's cat 

Wave-particle duality 
Spacetime continuum

Fast forward to the 20th/21st cent. …



Dark Matter 
Schrödinger's cat 

Wave-particle duality 
Spacetime continuum

Possible impossibilities 
Impossible possibilities  
Commonsense paradox 

Moravec's paradox 
Generative AI paradox

Fast forward to the 20th/21st cent. …



The Possible Impossibilities?

In the limit, 
- can AGI arrive without embodiment? 

- can RLHF fully align LLMs to factuality? 
- can Transformers truly master compositionally?



Faith and Fate: Limits of Transformers on 
Compositionality

— arXiv:2305.18654 —

Yejin Choi

Nouha Dziri,                 Ximing Lu,             Melanie Sclar

Peter West,  Chandra Bhagavatula, Ronan Le Bras, Jena Hwang,    Soumya Sanyal,   Sean Welleck,      Xiang Ren,    Allyson Ettinger,   Zaid Harchaoui

 Xiang Lorraine Li,          Liwei Jiang,           Bill Yuchen Lin,



Multiply 999 by 867. 

Does sparks of AGI (i.e., GPT4) solve multiplication?

The correct answer is 
866,133 

The product of multiplying 999 by 867 is 824,133. 

GPT4

Multiply 999 by 867. Think step by step 

To multiply 999 by 867 step by step, we can use the traditional 
long multiplication method. Here's how it would look: 

 Therefore, 999 multiplied by 867 equals 866,733. 

The correct answer is 
866,133 



Multiply 999 by 867. 

The correct answer is 
866,133 

GPT4 achieves only 59% accuracy on 3-digit x 3-digit 
multiplication.  

4% accuracy for 4x4 
multiplication!

0% accuracy for 5x5 
multiplication!

The product of multiplying 999 by 867 is 824,133. 

GPT4

Does sparks of AGI (i.e., GPT4) solve multiplication?





Multiply 999 by 867. 

Exhaustively training on 
the task examples does 
not solve multiplication!

Does SUPERVISED TRAINING on 1.8 million examples* 
solve multiplication? (W/ GPT3)

The correct answer is 
866,133 

GPT3 fine-tuned achieves only 55% accuracy on 3-
digit x 3-digit multiplication.  

Maybe tokenization is 
the issue … ??

Let’s train GPT2 from 
scratch on multiplication 

data.

The product is 865,233. 

Davinci

*1.8M examples include 1x1, 2x1, 2x2, 3x1, 3x2, 3x3, 4x1, 4x2 multiplication problem sizes, 12 epochs,  80:10:10 train/dev/test



SUPERVISED Training with Correct Tokenization will do it? 
(w/ GPT2-XL from scratch …)

Multiply 999 by 867. 

The correct answer is 
66,233 

The product is 865,233. 

GPT2-XL

Each digit is assigned to 
one token 

Each math symbol (e.g. “=” , “x”) 
is assigned to one token 

Train up to 4x4 (90M*)  

GPT2-XL achieves only 10% accuracy on 3-digit x 3-
digit multiplication.  

Tokenization does not 
seem the issue for the 

low performance!

*90M examples include 1x1, 2x1, 2x2, 3x1, 3x2, 3x3, 4x1, 4x2, 4x3, 4x4 multiplication problem sizes, 14 epochs,  80:10:10 train/dev/test



It’s just a matter of step-by-step? (w/ GPT4 + scratchpad*)

Multiply 999 by 866. 

Let's perform the multiplication step by step: 
Let's multiply 999 by the digit in the ones place of 866, which is 6. 

1. Multiply 6 by the digit in the ones place of 999, which is 9. 
This gives 6 x  9= 54 . Write down the result 4 and carry over 
the 5 to the next step. 

2. …. 
Let's multiply 999 by the digit in the tens place of 867, which is 6. 

3. Multiply 7 by the digit in the ones place of 999, which is 9. This 
gives 7 x  9= 63 . Write down the result 3 and carry over the 6 to 
the next step. 
4. …….. 

Multiply 999 by 867. 

X

GPT4
Let's perform the multiplication step by step: 

Let's multiply 999 by the digit in the ones place of 867, which is 7. …. 
……….  
The final answer is 866,133  

✓

999 
866 

———— 
5994 

5994
7992

—————
= 865134

Accuracy increases to 
92% on 3x3 

multiplication!! 

* We consider 5-shot 3x3 examples in each prompt.



Accuracy decreases to 4% 
on 4x4 multiplication!! 

Multiply 8999 by 1866. 

Let's perform the multiplication step by step: 
Let's multiply 8999 by the digit in the ones place of 1866, which is 6. 

1. Multiply 6 by the digit in the ones place of 8999, which is 9.  
2. …. 

4x4 multiplication

GPT4
Let's perform the multiplication step by step: 

……….  
The final answer is  16,695,134.  

Multiply 78999 by 41866. 

Let's perform the multiplication step by step: 
Let's multiply 78999 by the digit in the ones place of 41866, which is 6. 

1. Multiply 6 by the digit in the ones place of 78999, which is 9.  
2. …. 

5x5 multiplication

GPT4
Let's perform the multiplication step by step: 

……….  
The final answer is 3,305,251,134.  

Accuracy decreases to 2% 
on 5x5 multiplication!! 

It’s just a matter of step-by-step? (w/ GPT4 + scratchpad*)



Wait, didn’t previous work said “transformers absolutely can 
learn true multi-step algorithms in-context”???

We investigate the fundamental limits of 
achieving full mastery of the task rather than 
incremental improvements. 

Instead

*they report GPT4 doesn’t 
do well when multiplying 
digits > 3, thus covert the 
problem manually to 
addition over small digit 
(<= 3) multiplications

*
Partia

l Mastery 



How about fine-tuning GPT3 on scratchpad?

81K 810K # Examples 8.1M 81M 810M 8.1B 8100 
3x33x2 4x3 4x4 5x4 5x52x2Problem size

$7440
$74,404

$744,040
$7.4 M

$70.4 M

$700 M

$744

Cost* USD

*Cost for 4 epochs with text-davinci-003
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How about fine-tuning* GPT3 on scratchpad?

81K 810K # Examples 8.1M 81M 810M 8.1B 8100 
3x33x2 4x3 4x4 5x4 5x52x2Problem size

$7440
$74,404

$744,040

$7.4 M

$70.4 M

$700 M

$744

Cost USD

GPT3 achieves 96% accuracy on in-distribution data but 
drops sharply to zero on OOD multiplication data.  

Why does this happen? Can we 
understand Transformers’ 
behaviour via computation 
graphs?

*Data includes all the enumerations of 1x1, 2x1, 2x2, 3x1, 3x2 problem sizes, 4 epochs,  80:10:10 train/dev/test. OOD data: 3x3, 4x1,4x2, 4x2, 4x4, etc



 function multiply (a[1:p], b[1:q]):
  for i = q to 1
     carry = 0
     for j = p to 1 
       
      
       
       
     summands[i] = digits

   product = 
   return product

∑q
i=1summands[q+1-i] ⋅ 10i-1

7

4

9
28

6
34

3

4

3

343
63

Computation graph for 49 x 7

a = 

b = 

t = a[j] * b[i]
t += carry  (only if j != p)

carry = t // 10
digits[j] = t mod 10

multiply 
1-digit carrymod 10 sum concat



Model Performance Decreases as Graph Complexity 
Increases

7

9

7

63 

4 28

63
6

34
3

4

3

343

63 

9

Graph Complexity
graph width: mode of {d(v) : v ∈ V}
graph depth: the largest layer number in the graph 
average parallelism: ratio between |V | and reasoning depthgraph width = 1

graph depth = 3
avg. parallelism = 1.3

graph width = 3
graph depth = 5
avg. parallelism = 2.8

No. digits

N
o.

 d
ig

its

9 x 7 = 63

49 x 7 = 343

multiply 
1-digit carrymod 10 sum concat



…

xn−1

Input nodes

Output
✓

xn

x3

x2

x1

✗
What is the correlation between a model 

generating a correct output and having seen 
relevant subgraphs during training?



xn−1

Output

xn

x3

x2

x1

If you already saw relevant subgraphs during training, the 
inference is only seemingly highly compositional

Output

Detect subgraphs already seen during training:



Transformers' successes are heavily linked to having seen significant 
portions of the required computation graph during training

Fine-tuned GPT3 - Dynamic Programming



28

63

2

5

8
13

1 3

3

3

343

What Types of Errors do Transformers Make at Different 
Reasoning Depths?

4

7

9

fully correct

local error

propagation 
error

restoration 
error

propagation 
error

propagation 
errorfully correct

fully correct

Error Type
Fully Correct: v and ancestors have correct values and are derived from correct computations 

Propagation Error: v is derived from a correct computation but some of its ancestors have incorrect values 
Local Error: v is derived from an incorrect computation but its ancestor nodes have correct values 

Restoration Error: v has a correct value but is derived from an incorrect computation. 

Fully Correct Local Error Propagation Error Restoration Error

Five-shot GPT4 – DP

Fine-tuned GPT3 – DP

Five-shot GPT4 – Multiplication Five-shot GPT4 – Puzzle

Fully Correct Local Error Propagation Error Restoration Error

Five-shot GPT4 – DP

Fine-tuned GPT3 – DP

Five-shot GPT4 – Multiplication Five-shot GPT4 – Puzzle

Fully Correct Local Error Propagation Error Restoration Error

Five-shot GPT4 – DP

Fine-tuned GPT3 – DP

Five-shot GPT4 – Multiplication Five-shot GPT4 – Puzzle

Fully Correct Local Error Propagation Error Restoration Error

Five-shot GPT4 – DP

Fine-tuned GPT3 – DP

Five-shot GPT4 – Multiplication Five-shot GPT4 – Puzzle

Fully Correct Local Error Propagation Error Restoration Error

Five-shot GPT4 – DP

Fine-tuned GPT3 – DP

Five-shot GPT4 – Multiplication Five-shot GPT4 – Puzzle

fully correct

fully correct

propagation 
error



Transformers’ performance will rapidly decay with increased task complexity



By and large, the prior work was based on weaker LLMs, thus some might 
have wondered with extreme-scale, these problems magically go away



Transformers are not the right models for multiplication? 
Instead, Toolformers (Schick et. al. 2003)?

That’s exactly the point!  
Relatedly, are transformers the right models for other 
compositional aspects of commonsense / language?

Let’s step back…



Multiplication (+ puzzles, algorithms) are an “edge 
case”??? all other compositionality will work well with 

transformers + RLHF + scratchpad ???

1. How do we know the full mastery? 
2. WHY is simple multiplication harder than other (seemingly 

more complex) compositional tasks?



Prolog: what CVPR 2050 be like 

Chapter 1: The Possible Impossibilities 
Chapter 2: The Impossible Possibilities 

Chapter 3:The Paradox 

2050: An AI Odyssey

The background art created by Jack Hessel, using DALL.E of OpenAI



Circa 2023 …

Sam Atman

It’s hopeless to compete with OpenAI

How can Indian startups create 
foundation models for India? Rajan Anandan



🍔 Impossible Distillation
from Low-quality Model to High-Quality Dataset & Model 

for Summarization and Paraphrasing
— arxiv:2305.16635 —

Yejin  
Choi

Jillian 
Fisher

Taylor 
Sorensen

R

Peter 
West

Liwei 
Jiang

Jaehun Jung Faeze 
Brahman

Ximing 
Lu



winning recipe = extreme-scale pre-training + RLHF at scale

GPT-3GPT-2

Low-quality, small models

high-quality, small models vs
???



How is that even possible when imitating from  
proprietary LLMs are supposedly hopeless? 



Are small LMs completely out of league? 
Can small, off-the-shelf LMs learn to abstract without task supervision?

https://twitter.com/EmojiMashupBot/status/1266262982406729730



Task-specific Symbolic Knowledge Distillation works! 



Our task in focus: learning to “abstract” in 
language 

In NLP: ~ “sentence summarization” 

✨ New observation: “paraphrasing” can be 
viewed as a special case of “summarization” ✨ 



🔥Learn to “summarize” + “paraphrase”🔥
Mission Impossible:

•without extreme-scale pre-training 
• without RL with human feedback at scale 
•without supervised datasets at scale

AI is as good as the data it was trained on



winning recipe = extreme-scale pre-training + RLHF at scale

GPT-3GPT-2

Low-quality, small models

high-quality, small models

high-quality, large datasets

vs



We will build on …



ATOMIC-10x: a machine-authored KB 
that wins, for the first time,  

over a human-authored KB in all 
criteria: scale, accuracy, and diversity. 

Yeah but can we get 
anywhere without GPT-3?



GPT-2

Pool of candidate 
pairs

Filters

Summarization 
Dataset

T5-large



GPT-2

Pool of candidate 
pairs

Filters

Summarization 
Dataset

T5-large

Entailment filter 
remove non-factual  

summaries using NLI

Length filter 
remove too long  

summaries

Diversity 
filter

Filters for 
Summarization



Filters for 
Paraphrasing

GPT-2

Pool of candidate 
pairs

Filters

T5-large

Diversity 
filter

Bidirectional 
Entailment filter

Abstractness 
filter

Diversity 
filter

Length 
filter

Paraphrasing 
Dataset



GPT-2

Pool of candidate 
pairs

Filters

Paraphrasing 
Dataset

Flan-T5

GPT-2

Pool of candidate 
pairs

Filters

Summarization 
Dataset

Generalizes to both tasks by 
simply re-defining the filters!

Train a single model capable of both tasks!



GPT-2

Pool of candidate 
pairs

Filters

Summ / Para 
Dataset

T5-large

Flan-T5

Better 
Dataset

Better Task Model

Self- 
Distillation

DimSum+	
3.4M samples for  
sentence summarization + paraphrasing,  
spanning news / reddit / bio domains

Self-Distillation 
yields better dataset, 
stronger task model

T5-ImpDistill
770M LM capable of both  
controllable summarization + paraphrasing, 
distilled purely from < 2B LMs



"While we will be looking across all parts of the newsroom, at the end 
of the redundancy program we expect there will be significantly fewer 
editorial management, video, presentation and section writer roles," 
the publisher is quoted as saying in an internal note.

Input Sentence:

"We are looking to reduce the number of staff in the newsroom", 
the publisher said in an internal note.

T5-ImpDistill

GPT-3 text-davinci-003, zero-shot

The publisher has informed staff through an internal note that, after 
implementing a redundancy program, there will be a significant reduction 
in the number of editorial management, video, presentation, and section 
writer roles. hallucinating unsupported content



Stronger than 200x larger GPT-3 in human evaluation!

0

1

2

GPT-3 (zero-shot) GPT-3 (few-shot) T5-ImpDistill

1.79

1.53
1.44

1.66

1.53

1.19

1.83

1.251.23

1.87
1.82

1.89

Fluency Faithful Concise Overall
(Perfect)

(Fair)



Dataset has higher diversity than human-authored Gigaword

Our dataset (3.4M) exhibit more lexical diversity than human-authored Gigaword (4M)!

0

15

30

45

60

Gigaword DimSum+

51.1
47.2

21.4621.22
17.3816.87

10.3810.12

1-gram Entropy 2-gram Entropy 3-gram Entropy MSTTR

(Rush et al. 2015)



Dataset has higher diversity than human-authored Gigaword
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Our dataset covers diverse summarization strategy!

DimSum+

(Rush et al. 2015)



Constrained Text Generation with  
Lookahead Heuristic  

Ximing Lu

NEUROLOGIC A ESQUE

Noah SmithRowan ZellersRonan Le Bras

Peter West

Daniel Khashabi

Sean Welleck Liwei Jiang

Jungo Kasai

Lianhui Qin Youngjae Yu

Yejin Choi

— 🏆 Best Method Paper Award at NAACL 2022 🏆—



NEUROLOGIC DECODING

Yejin  
Choi

Chandra 
Bhagavatula

Rowan  
Zellers

Ronan  
LeBras

Peter  
West

Ximing Lu

(Un)supervised Neural Text Generation with Predicate Logic Constraints
—NAACL 2021—



Neural Language Models
Long-form QA

Program Synthesis

[ ]

∫

Open-Ended Generation

DialogueMachine Translation

https://arxiv.org/pdf/2107.03374.pdf


Long-form QA
Program Synthesis

[ ]

∫

Open-Ended Generation

DialogueMachine Translation

What is the mass of Jupiter?

Generate a question containing all of the given words. 

Words: Jupiter, Mercury, Venus, mass

Language Model 
(GPT3)

Neural Language Models

missing keywords 

COMMONGEN
(Liu et al 2020)

https://arxiv.org/pdf/2107.03374.pdf


Neural Language Models

What is the mass of Jupiter?

Generate a question containing all of the given words. 

Words: Jupiter, Mercury, Venus, mass

Language Model 
(GPT3)

missing keywords 

c

[ ]

A* Search
MinMax Search

Search Algorithms in Classical AI

[ ]

Best-first Search Dijkstra’s

∫

Monte Carlo Tree Search

https://arxiv.org/pdf/2107.03374.pdf
https://arxiv.org/pdf/2107.03374.pdf


[ ]

Best-first Search Dijkstra’s

What is the mass of Jupiter?

Generate a question containing all of the given words. 

Words: Jupiter, Mercury, Venus, mass

Language Model 
(GPT3)

missing keyword { Mercury, Venus }
Neural Language Models

c

Search Algorithms

c

Search Algorithms

c

Search Algorithms in Classical AI

[ ]

A* Search
MinMax Search

[ ]

Best-first Search Dijkstra’s

∫

Monte Carlo Tree Search

[ ]

AlphaGO

https://arxiv.org/pdf/2107.03374.pdf
https://arxiv.org/pdf/2107.03374.pdf
https://arxiv.org/pdf/2107.03374.pdf
https://arxiv.org/pdf/2107.03374.pdf


[ ]

Best-first Search Dijkstra’s

What is the mass of Jupiter?

Generate a question containing all of the given words. 

Words: Jupiter, Mercury, Venus, mass

Language Model 
(GPT3)

missing keyword { Mercury, Venus }
Neural Language Models

cc

Search Algorithms in Classical AI

[ ]

A* Search
MinMax Search

[ ]

Best-first Search Dijkstra’s

c∫

Monte Carlo Tree Search

https://arxiv.org/pdf/2107.03374.pdf
https://arxiv.org/pdf/2107.03374.pdf
https://arxiv.org/pdf/2107.03374.pdf


[ ]

Best-first Search Dijkstra’s

What is the mass of Jupiter?

Generate a question containing all of the given words. 

Words: Jupiter, Mercury, Venus, mass

Language Model 
(GPT3)

missing keyword { Mercury, Venus }
Neural Language Models

c

Search Algorithms in Classical AI

[ ]

A* Search
MinMax Search

[ ]

Best-first Search Dijkstra’s

∫

Monte Carlo Tree Search

Logical Constraints
(Jupiter) ∧ (Mercury) ∧

(Venus) ∧ (mass ∨ masses)

C

Language Model

X

Y

Decoding Algorithm

Machine Translation

Silent night: Tips to fight sleep 
disorders.

Erholsame Nacht: Tipps 
gegen Schlafstörungen.

X

Y

Table to Text

There are 182 hotels if you do not 
care whether dogs are allowed . 

type hotel

count 182

dogs allowed don’t care

X
Y

Image Captioning

A giraffe standing in a field with a zebra. 

X
Y

What is the mass of Jupiter?

Generate a question containing all of the given words. 

Words: Jupiter, Mercury, Venus, mass

GPT3

C1
<latexit sha1_base64="foOoov6NvMJn0ivKbNclUyfY22Y=">AAAB9HicbVDLSsNAFL2pr1pfVZduBovgqiRWfOyK3bisYB/QhjKZTtqhk0mcmRRK6He4caGIWz/GnX/jJA2i1gMDh3Pu5Z45XsSZ0rb9aRVWVtfWN4qbpa3tnd298v5BW4WxJLRFQh7KrocV5UzQlmaa024kKQ48TjvepJH6nSmVioXiXs8i6gZ4JJjPCNZGcvsB1mOCedKYD5xBuWJX7QxomTg5qUCO5qD80R+GJA6o0IRjpXqOHWk3wVIzwum81I8VjTCZ4BHtGSpwQJWbZKHn6MQoQ+SH0jyhUab+3EhwoNQs8MxkGlL99VLxP68Xa//KTZiIYk0FWRzyY450iNIG0JBJSjSfGYKJZCYrImMsMdGmp1JWwnWKi+8vL5P2WdWpVWt355X6TV5HEY7gGE7BgUuowy00oQUEHuARnuHFmlpP1qv1thgtWPnOIfyC9f4FuaKSNA==</latexit>

Cm
<latexit sha1_base64="k/o2Wx2P7IQUV88HVOtqypYzF6c=">AAAB9HicbVDLSsNAFL2pr1pfVZduBovgqiRWfOyK3bisYB/QhjKZTtqhk0mcmRRK6He4caGIWz/GnX/jJA2i1gMDh3Pu5Z45XsSZ0rb9aRVWVtfWN4qbpa3tnd298v5BW4WxJLRFQh7KrocV5UzQlmaa024kKQ48TjvepJH6nSmVioXiXs8i6gZ4JJjPCNZGcvsB1mOCedKYD4JBuWJX7QxomTg5qUCO5qD80R+GJA6o0IRjpXqOHWk3wVIzwum81I8VjTCZ4BHtGSpwQJWbZKHn6MQoQ+SH0jyhUab+3EhwoNQs8MxkGlL99VLxP68Xa//KTZiIYk0FWRzyY450iNIG0JBJSjSfGYKJZCYrImMsMdGmp1JWwnWKi+8vL5P2WdWpVWt355X6TV5HEY7gGE7BgUuowy00oQUEHuARnuHFmlpP1qv1thgtWPnOIfyC9f4FFKGScA==</latexit>

�
D1 _D2 · · · _Di

�
^ · · · ^

�
Dk _Dk+1 · · · _Dl

�
<latexit sha1_base64="0vJ+vR6i3ev0xYjkwzhWB6o3Jd4=">AAACjHicdVFdS8MwFE3r1za/pj76EhzCRJjtNnRDhKEiPk5wH7COkabpFpampUmFUfZr/Ee++W9Mu6Jz0/N0cs49Nzc3dsCokIbxqekbm1vbO7l8YXdv/+CweHTcFX4UYtLBPvPDvo0EYZSTjqSSkX4QEuTZjPTs6UPi995IKKjPX+UsIEMPjTl1KUZSSaPiu2XTcdnykJxgxOLH+ciElgrBZakKLez4Uqw7FCb5C2Ug7vxUpYfVxtP1eDy9NOf/NmdZ81GxZFSMFHCdmBkpgQztUfHDcnwceYRLzJAQA9MI5DBGoaSYkXnBigQJEJ6iMRkoypFHxDBOlzmH50pxoKtmcX0uYaouJ2LkCTHzbFWZzCpWvUT8yxtE0m0MY8qDSBKOFxe5EYPSh8nPQIeGBEs2UwThkKpZIZ6gEGGp/q+QLqGZ4Pr7yeukW62YtUrtpV5q3WfryIFTcAbKwAQ3oAWeQRt0ANby2pXW0Jr6gV7Xb/W7RamuZZkT8Av60xcDWcWQ</latexit>

https://arxiv.org/pdf/2107.03374.pdf
https://arxiv.org/pdf/2107.03374.pdf
https://arxiv.org/pdf/2107.03374.pdf


NeuroLogic Decoding in a Nut Shell



— it’s a logic-guided search algorithm

NeuroLogic Decoding in a Nut Shell

four states of clause satisfaction: 
— reversible satisfaction 

— irreversible satisfaction 
— reversible unsatisfaction 

— irreversible unsatisfaction



COMMONGEN (Zero-shot)

ROUGE-L

33.00

35.75

38.50

41.25

44.00

distill base medium large XL

beam search (supervised)
NeuroLogic (supervised)
NeuroLogic (zero-shot)

METEOR

20.00

22.75

25.50

28.25

31.00

distill base medium large XL

Coverage

60.00

70.00

80.00

90.00

100.00

distill base medium large XL

Unsupervised NeuroLogic 
outperforms  

supervised approaches

Unsupervised NeuroLogic on smaller 
networks outperforms  

supervised approaches on larger networks!



NEUROLOGIC DECODING

Yejin  
Choi

Chandra 
Bhagavatula

Rowan  
Zellers

Ronan  
LeBras

Peter  
West

Ximing Lu

(Un)supervised Neural Text Generation with Predicate Logic Constraints
—NAACL 2021—



I drive my car

D1(car) ∧ D2(drive) ∧ D3(snow)

I drive my car during the

winter

day

summer

[ ]

Write a sentence with 
these words

 car    drive    snow

NeuroLogic Decoding

score s = log Pθ(yt |y<t) + α′ 

m

∑
i=1

Ci + λ1· max
{Di: Di=0}

log Pθ(Di |y<t+k)

Off-the-Shelf GPT2

https://arxiv.org/abs/2010.12884


D1(car) ∧ D2(drive) ∧ D3(snow)

I drive my car during the

winter

day

summer

[ ]

Write a sentence with 
these words

 car    drive    snow

✗

✓
snow

NeuroLogic Decoding

score s = log Pθ(yt |y<t) + α′ 

m

∑
i=1

Ci + λ1· max
{Di: Di=0}

log Pθ(Di |y<t+k)

Off-the-Shelf GPT2

p(w |past) = 0.4

p(w |past) = 0.2

https://arxiv.org/abs/2010.12884


Write a sentence with 
these words

 car    drive    snow

D1(car) ∧ D2(drive) ∧ D3(snow)

NeuroLogic DecodingA ESQUE

A      Heuristic

I drive my car during the

winter

day

summer ✗
p(w |past) = 0.4

p(w |past) = 0.2

Can we use unsatisfied 
constraints to guide the 

search?

✓
snow

Off-the-Shelf GPT2

score s = log Pθ(yt |y<t) + α′ 

m

∑
i=1

Ci + λ1· max
{Di: Di=0}

log Pθ(Di |y<t+k)score s = log Pθ(yt |y<t) + α′ 

m

∑
i=1

Ci + λ1· max
{Di: Di=0}

log Pθ(Di |y<t+k)[ ]

A* Search

https://arxiv.org/pdf/2107.03374.pdf


D1(car) ∧ D2(drive) ∧ D3(snow)

I

ŷ =argmax
y2Y

P✓(y|x) + ↵0
mX

i=1

Ci
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Objective

NeuroLogic Decoding

A* heuristics: estimate the minimal cost to satisfy one more constraint

A ESQ

score s = log Pθ(yt |y<t) + α′ 

m

∑
i=1

Ci + λ1· max
{Di: Di=0}

log Pθ(Di |y<t+k)

drive my car during the

A      Heuristic

winter

day

summer

Pθ(Di(a) |y≤t+k) = max
i∈[1,k]

Pθ(yt+i:t+i+|a| = a |y<t+i)A* heuristics

yt′ ∈[1,k] = arg max
y∈𝒱

Pθ(y |y<t′ )greedy look-ahead

P( ) P( ) P( )

P( ) P( ) P( )

P( ) P( ) P( )( )max  

( )max  

A ESQUE

Off-the-Shelf GPT2

[ ]

A* Search

( )max  

https://arxiv.org/pdf/2107.03374.pdf


D1(car) ∧ D2(drive) ∧ D3(snow)

I

ŷ =argmax
y2Y

P✓(y|x) + ↵0
mX

i=1

Ci
<latexit sha1_base64="RW5Tm0n/b4oyVsnpIhFq0yBzv2g=">AAACiXicbVFdb9MwFHUCjJHxUeCRF4sKGDBVySbGQJo00Rcei0S3obpEN66TWnOcKL5BrYz/C7+JN/4NTtexwTiSpaNzzrWv781qJQ3G8a8gvHHz1sbtzTvR1t179x/0Hj46NlXbcDHmlaqa0wyMUFKLMUpU4rRuBJSZEifZ2bDzT76JxshKf8ZlLaYlFFrmkgN6Ke39YJkopLagZKFfuYh6sDmgZSgWmOV26Rw9pM8ZNAUrYZFeMSiTmnoR5xyU/eLcKGU4Fwjbl5nvF3ThXtLXlIGq5/CCMtOWqZWHiftqS3d5ydClMqJM6NlFR2mvHw/iFeh1kqxJn6wxSns/2azibSk0cgXGTJK4xqmFBiVXwkWsNaIGfgaFmHiqoRRmaleTdPSZV2Y0rxp/NNKVerXCQmnMssx8smvZ/Ot14v+8SYv5wdRKXbcoND9/KG8VxYp2a6Ez2QiOaukJ8Eb6XimfQwMc/fKi1RDeddj/8+Xr5Hh3kOwN9j7t9o8+rMexSZ6Qp2SbJOQtOSIfyYiMCQ82gp3gTbAfboVJeBC+P4+GwbrmMfkL4fA3pjjGTA==</latexit>

Objective

NeuroLogic Decoding

A* heuristics: estimate the minimal cost to satisfy one more constraint

A ESQ

score s = log Pθ(yt |y<t) + α′ 

m

∑
i=1

Ci + λ1· max
{Di: Di=0}

log Pθ(Di |y<t+k)

drive my car during the

A      Heuristic

winter

day

summer

Yt′ ∈[1,k] = arg topky∈𝒱Pθ(y |y<t′ )beam look-ahead

Pθ(Di(a) |Y≤t+k) = max
y∈Y

max
i∈[1,k]

Pθ(yt+i:t+i+|a| = a |y<t+i)A* heuristics

P( )

P( )

P( )

P( )

P( )

P( )

P( )

( )max  

A ESQUE

Off-the-Shelf GPT2

[ ]

A* Search

https://arxiv.org/pdf/2107.03374.pdf


D1(car) ∧ D2(drive) ∧ D3(snow)

I

ŷ =argmax
y2Y

P✓(y|x) + ↵0
mX

i=1

Ci
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Objective

NeuroLogic Decoding

A* heuristics: estimate the minimal cost to satisfy one more constraint

A ESQ

score s = log Pθ(yt |y<t) + α′ 

m

∑
i=1

Ci + λ1· max
{Di: Di=0}

log Pθ(Di |y<t+k)

drive my car during the

A      Heuristic

winter ( )max  

yt′ ∈[1,k] ∼ Pθ(y |y<t′ )sampling look-ahead

Pθ(Di(a) |Y≤t+k) = max
y∈Y

max
i∈[1,k]

Pθ(yt+i:t+i+|a| = a |y<t+i)A* heuristics

P( ) P( ) P( )

P( ) P( ) P( )

P( ) P( ) P( )

sample

Off-the-Shelf GPT2

[ ]

A* Search A ESQUE

summer

day

https://arxiv.org/pdf/2107.03374.pdf


Constrained NLG

Constrained MT

32.8

33.1

33.3

33.6

33.8

BLEU   

33.7

33.4

33.0
32.9

MarianMT (Junczys et al.,2018)
Post and Vilar (2018)
NeuroLogic (Lu et al.,2021)
NeuroLogic A*esque

(Dinu et al., 2019)

39.0

41.8

44.5

47.3

50.0

BLEU

49.2
47.6

40.239.8

KGPT-Graph (Chen et al.,2020b)
KGPT-Seq (Chen et al.,2020b)
NeuroLogic (Lu et al.,2021)
NeuroLogic A*esque

Few-Shot E2ENLG 
(Chen et al., 2020)

2.0

2.2

2.4

2.6

2.8

Human Eval Score

2.76

2.51

2.22

2.02

CGMH (Miao et al.,2019)
TSMH (Zhang et al.,2020)
NeuroLogic (Lu et al.,2021)
NeuroLogic A*esque

Question Generation 
(Zhang et al., 2020)

Neurologic A* esque generalize to many downstream tasks



              : Inductive Knowledge Distillation  
with Neurologic and Self Imitation

Chandra 
Bhagavatula

Jena 
Hwang 

Yejin 
Choi

Ronan 
Le Bras

Ximing 
Lu

Keisuke 
Sakaguchi

Peter 
West

Doug 
Downey

Lianhui  
Qin

— ACL 2023 —



: Neuro-Symbolic Generic Induction

“Generic statements” or “Generics” 
such as “birds can fly”



: Neuro-Symbolic Generic Induction

Bicycle Prompt  
Construction

A bicycle can

A bicycle has

Bicycles

Constrained 
Decoding 
(GPT2-XL)

Style Constraints

(count(function_words) = 1) ∧ (count(connective_words) = 1) ∧ concept_2 ∧ …
Related concept (e.g. pedal)

Concept

Prompts



Bicycle
Morphosyntactic 

Variations 
of Prompts

A bicycle can

A bicycle has

Bicycles

Constrained 
Decoding 
(GPT2-XL)

• A bicycle can be used for transportation. 
• A bicycle can consist of a single wheel. 
• … 
• A bicycle can be made of steel, aluminum, 

or carbon fiber.  

• A bicycle has a frame, seat, cranks … 
• A bicycle has pedal power. 
• … 
• A bicycle has two wheels.

• Bicycles should have a pedal. 
• Bicycles are also pedal. 
• … 
• Bicycles are a great way to commute.

Style Constraints

(count(function_words) = 1) ∧ (count(connective_words) = 1) ∧ concept_2 ∧ …
Related concept (e.g. pedal)

Concept

Prompts

Generations

😱 Low Quality!

: Neuro-Symbolic Generic Induction



GPT2

And so on… 
(N times!)

: Critic Filtering & Self-Imitation

Generation 
Quality

critic 
(RoBERTa)



0

4

8

12

16

Larger Scale 
Lower Accuracy 

Does  Produce high-quality knowledge?

Critical Teacher

ITERATION 1

Neuro-Symbolic Generic Induction

Q
ua

nt
ity

 (i
n 

m
ill

io
ns

)

GENERICSKB

Accuracy: 76%
Accuracy: 80%

Accuracy:  
45%

Generics extracted  
from the Web

Loose Teacher

ITERATION 2 GEN-A-TOMIC

Accuracy: 85%

Accuracy: >90%

Induction + Self-Imitation

🤖

critic 

(RoBERTa)

🤖 GPT2-XL 
+ Constrained Decoding 🤖

GPT2-XL  
+ Constrained Decoding 
+ Critic

Small, supervised critic model to filter 
which knowledge is good?

Larger Scale 
Higher Accuracy



✋ Wait!!! Doesn’t GPT3 already have this knowledge? 🤷

GPT3 can’t tell  
True statements from False ones 

as well as the Critic



Prolog: what CVPR 2050 be like 

Chapter 1: The Possible Impossibilities 
Chapter 2: The Impossible Possibilities 

Chapter 3:The Paradox 

2050: An AI Odyssey

The background art created by Jack Hessel, using DALL.E of OpenAI



Everything, everywhere, all at once

AI not yet as smart as a dog

Existential risk 

Passed the bar exam



Commonsense paradox 
Moravec's paradox 

Generative AI paradox 

Chapter 3: The Paradox

The background art created by Jack Hessel, using DALL.E of OpenAI



• Only 5% of universe is normal 
matter. The remaining 95% is 
dark matter and dark energy. 

• Dark matter is completely 
invisible, yet affects what are 
visible: the orbits of stars and 
the trajectory of light

Dark matter is 
what matters in 
modern physics Normal matter: visible text (words, sentences) 

Dark matter: the unspoken rules of how the 
world works, which influence the way people use 
and interpret language

Dark matter of language?





Circa 2022… (GPT-3) “theory of mind” test

Alice and Bob saw apples on the table in the kitchen.

Alice left the kitchen. 

Bob moved the apples to the cabinet.



“theory of mind” test

Where would Bob think that 
Alice will look for the apples?

Alice left the kitchen. 

Bob moved the apples to the cabinet.

Alice and Bob saw apples on the table in the kitchen.

Circa 2022… (GPT-3)



“theory of mind” test

🤖in the cabinet

Alice and Bob saw apples on the table in the kitchen.

Alice left the kitchen. 

Bob moved the apples to the cabinet.

Where would Bob think that 
Alice will look for the apples?

Circa 2022… (GPT-3)



“theory of mind” test

🤖On the table

Alice and Bob saw apples on the table in the kitchen.

Alice left the kitchen. 

Bob moved the apples to the cabinet.

Where would Bob think that 
Alice will look for the apples?

Circa 2023… (GPT-4)



“theory of mind” test

🤖On the table

Alice and Bob saw apples on the table in the kitchen.

Alice left the kitchen. 

Bob moved the apples to the cabinet.

Where would Bob think that 
Alice will look for the apples?

Circa 2023… (GPT-4)



GPT4 - 68%

ACL 2023 *outstanding paper award*

1 room 
2 people* 

2 containers 
1 object  

GPT4 - 58% GPT4 - 62% GPT4 - 97%

* with an extra distractor person (ToMi dataset)

Typical false-belief 
ToM story:

2 ToM stories  
concatenated  
in 2 rooms?

Variant I

3 people 
3 containers, 

moving 1 object 
sequentially? 

Variant 2

1 room 
2 people,  

4 containers 
moving 1 object 

sequentially? 

Variant 3

…





Generated on Apr 12 2023 from https://platform.openai.com/playground?mode=chat&model=gpt-4



— GPT4, as of Jun 18 2023 —



RLHF  
whack-a-mole 

game?
— GPT4, as of Jun 18 2023 —



Common sense is not so common

Commonsense Paradox
I’ll dare say, the following four statements are all true: 
• Commonsense is trivial for humans, hard for machines 
• Among humans, “common sense is not so common” — Voltaire 
• LLMs do acquire a vast amount of commonsense knowledge 
• Yet in some ways, “AI is worse than a dog” — Yann Lecun



Commonsense paradox 
Moravec's paradox 

Generative AI paradox 

Chapter 3: The Paradox

The background art created by Jack Hessel, using DALL.E of OpenAI



Moravec’s Paradox
• contrary to traditional assumptions, (higher-level) reasoning requires little 

computation, but sensorimotor and perception skills require enormous 
computational resources 

• it is comparatively easy to make computers exhibit adult level performance 
on intelligence tests or playing checkers, and difficult or impossible to give 
them the skills of a one-year-old when it comes to perception and mobility

Might it be that NLP is easier than Vision or Robotics?

— Hans Moravec, Rodney Brooks, Marvin Minsky, …

AGI without strong vision or robotics capabilities?



couldn’t be possible without their 1B mask dataset innovation

Compared to LLMs, we 
don’t yet have discovered 

equally powerful pre-
training data & learning 
objective for vision or 

robotics





Commonsense paradox 
Moravec's paradox 

Generative AI paradox 

Chapter 3: The Paradox

The background art created by Jack Hessel, using DALL.E of OpenAI



• Another case of easy is hard and hard is easy 
• It appears to be that for (current) AI, generation is easier 

than understanding 
• For humans, understanding is generally easier than 

generation 

Generative AI Paradox? 





Atomic2020 [Hwang et al., 2021] GenericsKB [Bhakthavatsalam et al., 2020]

CSQA

OBQA

ARCe

ARCh

AI2Scie

AI2Scih

QASC

PIQA
SIQA

WG

C2S
SciQ

QuaRel

Quartz
CycIC

ComVE
CSQA2

SKD

I2D2

Commonsense QA Datasets

Data Conversion

2 Knowledge Bases

19 QA datasets

~7M statements

A bird has four legs.

Plausibility: 15%

Vera

[Examples adapted from Lin et al., 2020]

https://arxiv.org/pdf/2010.05953.pdf
https://arxiv.org/pdf/2005.00660.pdf
https://arxiv.org/pdf/2005.00683.pdf


Solving Commonsense Benchmarks

17 seen benchmarks 
Vera is trained on the 
training set of them

8 unseen (type 2) benchmarks 
The tasks are a bit further from 

commonsense verification

5 unseen (type 1) benchmarks 
Similar to seen benchmarks, but 

diagnostic datasets

Vera Vera Vera

Predicting the most plausible statement out of the multiple-choice candidates

3% 
6% 

93% 
18% 

1%

Vera

Best baseline is Flan-T5. ChatGPT and GPT-4 are worse. 

Vera outperforms Flan-T5 by 4%-6% on all eval sets (seen/unseen domains)



Thanks!


