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I hate verbose slides, but this talk will be full of 
verbose slides, as I am still shaping my own 

thoughts. My apologies in advance.



Leaderboard chasing

● Leaderboard chasing is not undesirable. ML has made a tremendous progress 
thanks to this experimental paradigm of leaderboard chasing.



Leaderboard chasing: an ideal case

1. A research community agrees on a small number of benchmark tasks.
2. Coming up with a hypothesis: Each researcher (group) carefully comes up with a 

hypothesis H(λ) for improving a learning/inference algorithm. 
3. Hyperparameter tuning: The researcher performs careful hyperparameter tuning 

to find the best hyperparameter configuration λ* on a validation set.
4. Evaluation: The researcher tests H(λ*) on the community-agreed test set.
5. Reporting: If the accuracy improved over the existing state of the art, declare 

success and report it to the community by writing a paper. 
6. Repeat 2-5.



Leaderboard chasing

● Coming up with a hypothesis
○ Already at this stage, we must have a strong reason to believe this new 

hypothesis H(λ) is reasonable.
■ Many reasons why this should be so, but one simple reason is that we are 

eventually maximizing p(H|D) not p(D|H).
○ That is, without checking the test accuracy, we should know that this 

hypothesis makes sense and would work with a high chance.



Leaderboard chasing

● Hyperparameter tuning: The researcher performs careful hyperparameter tuning 
to find the best hyperparameter configuration λ* on a validation set.
○ Every hypothesis comes with a set of free variables λ. These free variables 

must be determined prior to validating this hypothesis.
○ Think of a learning rate; using stochastic gradient descent for training a neural 

net can be a horrible hypothesis with an unreasonable learning rate.
○ There must be a test-set-independent way to determine these free variables, 

and it is a common practice to use a validation set separated from the 
training set.



Leaderboard chasing

● Evaluation: The researcher tests H(λ*) on the community-agreed test set.
● Reporting: If the accuracy improved over the existing state of the art, declare 

success and report it to the community by writing a paper. 
○ The test-set accuracy tells us about the quality of H(λ*).
○ The hypothesis is accepted if Acc(H(λ*)) > Acc*, where Acc* is the current 

state of the art. 
○ Once it’s accepted, we write a paper to report this 

improvement and to disseminate the new idea so that
the community can build upon it.



Leaderboard chasing

● A major issue arises when we take the number of papers, coming out of this 
process, is taken as the measure of one’s quality as a scientist.

● This incentivizes scientists to speed up this iteration as much as they can.
● In doing so, we tend to gloss over less visible steps:

○ Hypothesis: we tend toward random exploration and/or intuitive (but often 
pseudo-scientific) justifications (i.e. wishful thinking). 

○ Hyperparameter tuning: we either tune them on the test accuracy or choose 
them arbitrarily, justifying that’s what others have done already. 

○ Reporting: we tend to report statistical flukes rather than genuine 
improvement.



In this talk ..

● I will go through some real-world cases of these issues.
○ Hyperparameter tuning in continual learning [Cha & Cho, 2025; TMLR]
○ Unreasonable evaluation in unlearning [Cho et al., 2025; MU Workshop]
○ An Interpretable Metric for Radiology Report Generation [Dua et al., 2025; 

under preparation]
○ Scaling laws for downstream tasks [Lourie et al., 2025; under review] 

● I will criticize some of the practices but this criticism should be taken as 
suggestions for future research.
○ I am also guilty of many of these practices myself.



Hyperparameters matter



Can we check if leaderboard chasing failed?

● If leaderboard chasing works as a scientific method of inquiry, we should 
anticipate that the test-set accuracy increases (almost) monotonically over time. 

Musgrave, Belongie & Lim (2020)



Can we check if leaderboard chasing failed?

● Equivalently, if the test-set accuracy does not improve monotonically (when 
properly measured), leaderboard chasing has failed as a scientific method.

Musgrave, Belongie & Lim (2020)



Continual learning: a case study in failed 
leaderboard chasing
● The goal of continual learning research is to come up with a learning algorithm 

that can learn on a stream of new tasks (and associated data) to solve both past 
and future tasks as well as possible.

● Continual learning requires us to broaden the scope of generalization.
● Instead of instance-level generalization, we must think of task-level generalization.
● A fascinating target for testing whether leaderboard chasing has worked well as a 

scientific method for machine learning.



Continual learning: a case study in failed 
leaderboard chasing
● After reading many papers in continual learning (and also writing quite a few in 

continual learning in the case of Sungmin), we started to become suspicious of the 
existing practices of selecting hyperparameters in continual learning.
○ Despite the earlier two attempts at establishing a proper hyperparameter 

tuning framework [De Lange et al., 2019 & 2021; Chaudhry et al., 2019]
● We decided to replicate the study on metric learning by Musgrave et al. (2020) in 

the context of continual learning (task-level generalization).
● We had to start from coming up with a simple but concrete way to select 

hyperparameters in continual learning.



Hyperparameter tuning in continual learning

● Traditional Generalization: generalization to unseen instances.

● Task-level Generalization: generalization to unseen tasks.



Hyperparameter tuning in continual learning

● Task-level generalization: generalization to unseen tasks.
○ Few-shot learning

■ Can we learn to learn from a very few examples of a new task and solve 
this new task?

○ In-context learning
■ Can a language model learn to solve a new instance of a new task based 

on a small number of examples provided in the context?
○ Continual learning

■ Can a learner learn to solve a new tasks in the future very well while 
maintaining its performance on the past tasks?



● Hyperparameter tuning

Hyperparameter tuning in continual learning

Training instances Val Test

θ*

λ*

Acc(H(λ*))



● Hyperparameter tuning in continual learning (or task-level generalization)

● Hyperparameter tuning must be done on validation tasks and tested on test tasks.

Hyperparameter tuning in continual learning

…

Training tasks Validation Tasks Test Tasks

θ*

λ*

Acc(H(λ*))



Unfortunately, in practice …

● The tasks are all known during the (meta-)training time.
● The hyperparameters are tuned on the validation instances of the known tasks.
● The hypothesis is tested on the test instances of the known (seen) tasks.
● This is completely wrong if we want to solve continual learning.



Unfortunately, in practice …

● The whole community has been coming up with hypotheses rapidly over the past 
10 years but may have been evaluating them incorrectly.

● That is, each and every paper was not comparing H(λ*) against max_{t=1,...,T-1} 
H_t(λ_t*) but was using some arbitrary hyperparameter λ_t for both their own 
hypothesis and earlier states of the art.  
○ Unsurprising, since the community hasn’t even agreed on the 

hyperparameter tuning objective.
● If we re-run all the experiments under this unified and sensible hyperparameter 

tuning paradigm, would the test-task accuracy monotonically improver over time 
retroactively?



Failed leaderboard chasing

● Across an extensive set of experiments (CIFAR-50/50, CIFAR-50/ImageNet-50, 
ImageNet-50/50, etc.), we do not observe a clear monotonic trend in the test-task 
accuracy over time.

● We rather see some clusters of accuracies across different methods.



Failed leaderboard chasing

● The methods turned out to be clustered according to their computational 
complexity (or parameter complexity).

● Did we actually make any progress over the past 10 years by chasing the 
leaderboard, or did we just need two papers after all?



Failed leaderboard chasing

● This is similar in yet another setup where the goal is to use prompt-based object 
recognition in continual learning.

● In fact, we even see that the test-task accuracy degrades with the latest approach.



What went wrong here?

● Two things went wrong here.
● Hyperparameter tuning was not done properly. This resulted in misperception 

of the state-of-the-art method on the leaderboard. 
● Everyone was too busy and never asked about the validity of the motivation 

and justification behind the proposed hypothesis but only checked whether 
the test accuracy was (even marginally) higher than the subpar 
state-of-the-art accuracy then.

● The lesson from this study is that we must carefully think of an actual problem, 
design an experimental paradigm that faithfully reflects the actual problem and 
perform proper experimentation by running proper hyperparameter tuning.
● That is, we shouldn’t rush ourselves for yet another paper, which wastes 

others’ time (at least, Sungmin and I wasted a ton of time and resources.)



Metrics matter



Unlearning

● What is unlearning?
● We want to be able to modify an already trained model p and obtain an 

unlearned model q such that q is not aware of a target (forget) instance x.
● In other words, we want p to unlearn x. 

● It sounds super intuitive and super useful in the context of:
● The "Right to be Forgotten"
● Data debugging
● Content removal due to copyright concerns
● Personalization
● And more …



It is difficult to evaluate unlearning

● Unlearning cannot be less intuitive in reality!
● Let q be an unlearned model and q’ be a retrained model.
● Consider unlearning (x’, y’). We must consider the following three situations:

1. Is the goal to make q(y’ | x’) < q(ŷ | x) - ε where ŷ = argmax_y q(y|x)?
● If so, what should ŷ be? Can it be anything?
● How do we ensure y’ cannot be identified?

2. What if argmax_y p(y|x’) ≠ y’ already with the pre-unlearned p?
● Do we unlearn something that wasn’t learned well?
● What if the inclusion of (x’,y’) left impact beyond the probabilities?

3. What if argmax_y q’(y|x’) = y’ due to generalization?
● Has (x’,y’) been already learned?



It is difficult to evaluate unlearning

● Can we come up with a metric that addresses all these issues together?
● Maini, Feng, Schwarzschild et al. [2024] propose the following reference-based 

metrics:
● For forget instances (to be unlearned),

R_{truth} = E_{x ∈ D_{forget}} (\sum_{y_{incorrect}} p(y|x))/p(y_{correct}|x)

We want to check how much probability mass has shifted away from the 
correct (reference) answer.

● For retain instances (to be maintained),

p(y_{correct}|x)

● These metrics are somewhat unsatisfactory (let’s think of why)



It is difficult to evaluate unlearning

● The order of algorithms’ 
effectiveness at unlearning 
dramatically changes, 
depending on how unlearning 
is evaluated.

● (Un)Leaning leaves traces at 
everywhere in the model:
○ The logit of a target label
○ The hidden representation
○ The model parameters

Kim et al. (2025)



Unreasonably hard evaluation in unlearning

● Perhaps, we want to be a bit more formal, in order to avoid confusion …
● Setups

○ H: a hypothesis space
○ X: an input space
○ D: a training set 
○ A(D): a learning algorithm
○ M(A(D), D, x): a removal (unlearning) mechanism

● The (strictest) form of unlearning should satisfy:

                             | \log p(A(D \ {x}) ∈ T) - \log p(M(A(D), D, x) ∈ T | < ε

for all T ⊆ H, D ⊆ X and x ∈ X.
● In words, the likelihood must match before and after unlearning x.

Guo et al. (2019)



Unreasonably hard evaluation in unlearning

● What is likelihood (density)?

                log p(A(D)) = \sum_{x’ ∈ D’}  log q(x’ | A(D)) + R(A(D)) + C

Note the use of D’ instead of D, in order to ensure that likelihood is compatible 
between two models (unlearned and retrained).

● Assume classification:

      log q(x’ | A(D)) = log q(y’ | x’, A(D)) + log q(x’|A(D)) = log q(y’ | x’, A(D)) + C’

● In other words, unlearning should make the retrained and unlearned models 
compute the same function (from x to y) on average.



Reference-free evaluation of unlearning

● The strictest form is unfortunately intractable to check in general. 
● Instead, we focus on the idea of comparing the functions:

          Precision(q, q’) = 𝔼_{x} 𝔼_{y∼q(⋅|x)} [log q’(y|x)]
          Recall(q, q’) = 𝔼_{x} 𝔼_{y∼q’(⋅|x)} [log q(y|x)]

● In other words, how similar are q (unlearned) and q’ (retrained) models?



Reference-free evaluation of unlearning

● Because learning is stochastic in most cases, 

     Precision = 𝔼_{q’ ~ A(D \ {x})} 𝔼_{q ~ M(q’,D,x)} [Precision(q, q’)] 
     Recall = 𝔼_{q’ ~ A(D \ {x})} 𝔼_{q ~ M(q’,D,x)} [Recall(q, q’)] 

In other words, we (approximately) 
marginalize out the stochasticity of 
a learning algorithm, in order to truly 
evaluate the effectiveness of an 
unlearning algorithm.

Cho et al. (2025)



Reference-free evaluation of unlearning

● Reference-free evaluation simply checks whether the computed function 
(conditional distribution) after unlearning closely matches that after retraining.
● In other words, it focuses on global impact of unlearning (x,y).

● Reference-free evaluation takes into account randomness in learning as well.
● In other words, this metric evaluates the algorithm not the resulting model.

● This is a costly evaluation method, since we need multiple training runs.
● In other words, this metric in its original form cannot be used as a 

(un)learning objective. 
● We would need some severe approximation.

Cho et al. (2025)



Reference-free evaluation of unlearning

● Most of the unlearning algorithms (NPO, GA, GD & DPO) do not change the actual 
function/distribution much away from the base (pre-unlearning) model on the 
forget instances.

● It is almost impossible to distinguish between the base and unlearned models as 
they are all within the confidence intervals.



Reference-free evaluation of unlearning

● There’s a bigger impact of unlearning undesired instances on retain instances 
which are instances we want to keep (that is, not unlearn.) 

● The function on these retain instances may significantly deviate from both base 
(pre-unlearned) model as well as the oracle model, for all unlearning algorithms. 



What went wrong here?

● Leaderboard chasing is a valid strategy if 
we know how to rank hypotheses on the 
leaderboard properly. 

● To do so, we need a one (or few) 
reasonable metric to rank the hypotheses.

● The field of unlearning is moving so fast, 
to the extent that the community hasn’t 
even agreed on a reasonable metric. 

● When we look at the most basic metric 
we can derive from the most basic idea, 
essentially no unlearning algorithm does 
anything beyond doing nothing.



What went wrong here?

● Leaderboard chasing makes sense if we 
gradually improve hypotheses given a 
fixed evaluation metric to validate/refute 
those hypotheses.

● But, because papers are more likely to be 
accepted if the hypothesis was validated 
(rather than refuted, naturally), we are 
often motivated to also update/choose the 
evaluation metric to increase the chance 
of validating our hypotheses. 
● This resembles p-hacking in natural 

science.
● We really shouldn’t do so …



Time to take a step back and
breathe …
● Unlearning has many faces, and 

accordingly, many ways to evaluate the 
effectiveness of algorithms.

● Without specifying the problem carefully 
and thereby the evaluation metric 
carefully, leaderboard chasing will fail to 
produce a meaningful series of progress.

● Perhaps it is time to take a step back, 
breathe and re-think how we approach 
unlearning.

Liu et al. (2025)



Expertise matters



AI for healthcare

● Let’s start by acknowledging that healthcare is less about health and more an 
extremely challenging resource-constrained optimization problem.
○ Everyone is born into healthcare and dies inside it. 
○ Every minute used by healthcare professionals for paperwork is every minute 

lost from diagnosing and/or treating a patient.
● With AI we have a chance to solve this constrained optimization problem better.

○ It is not only about diagnosing one disease, treating one disease, etc. 
○ It is about improving overall healthcare more efficient and thereby reach a 

broader population.



● A major time sink of many clinicians is writing clinical notes. Because clinical notes 
collectively inform future clinicians of the patient’s overall condition, they must be 
written carefully and thoroughly. 

● By providing a reasonable draft of clinical notes based on observations of patients, 
we may be able to dramatically reduce the overhead on clinicians, and thereby 
return those saved hours back to patient care. 

● This idea is already being implemented and deployed in real world:
○ Abridge (https://www.abridge.com/) AI-generated notes based on 

physician-patient conversations.
○ Epic’s end-of-shift note drafting
○ …

Clinical note generation

https://www.abridge.com/


● There is a growing issue of radiologist shortage, and such shortage will get worse 
as the trend toward early screening and more preventive healthcare grows. 

● There is a promising set of developments in using AI for supporting radiologists. 
○ Early diagnosis of breast cancer from mammograms.
○ Scalable diagnosis of tuberculosis (TB)

● Can we then create a radiology note generation model?

Radiology note generation

Qin & Walt et al. [2024]Shen et al. [2020]



AI for healthcare: evaluation matters

● Highly predictive models have great potential to improve the efficiency of 
healthcare, and thereby the impact of healthcare. 

● The bar for AI in healthcare is however significantly higher than in many other 
areas, for many good reasons.
○ Heroin was sold until 1924 as a treatment for common 

cold, TB all the way to morphine addiction
○ Elixir sulfanilamide killed 100+ people in 1937, which

led to strengthening of FDA’s authority over drugs.
● Because everyone is part of healthcare, we must be 

extra-careful at assessing the efficacy and safety of any
new technology for healthcare, before deploying it widely.



Radiology report generation: evaluation matters

● Three criteria of good evaluation metric for free-form text generation systems
1. Semantic similarity: the metric must not rely purely on surface-level forms 

but must dig deeper and compare two text snippets based on their meaning 
😱

2. Interpretability: we must be able to tell what led to the score. This is 
especially critical in mission-critical scenarios, such as in healthcare.

3. Scalability: the metric must be scalable to hundreds of thousands of reports, 
in order to cover long-tail phenomena (prevalent in healthcare.)



A string of evaluation metrics

● There are many different metrics
that have been used for radiology
note generation models over the
past few years.

● These include old-school metrics
such as BLEU and ROUGE (still!!!)

● There are few more that are specific
to radiology notes, although
they often don’t satisfy these criteria.

● Especially, it is difficult to satisfy
“interpretability”.

Metric
Semantic 

Understanding Interpretability Scalability

BLEU ❌ ❌ ✅
ROUGE ❌ ❌ ✅
BERTScore ✅ ❌ ✅
F1-CheXpert ✅ ❌ ✅
SembScore ✅ ❌ ✅
F1-RadGraph ✅ 🟡 ✅
GREEN ✅ ❌ ✅
FinerAdScore ✅ 🟡 ✅
RaTEScore ✅ 🟡 ✅
G-Rad ✅ ❌ ✅
RadFact ✅ 🟡 ✅



Going back in time …

● Two text snippets are similar to each other if their consequences are similar.
● So-called extrinsic evaluation.

QA-based evaluation 
[Morris et al., 1992; Wang et al., 2020]

IR-based evaluation 
[Dorr et al., 2005; Daume & Marcus, 2005]



Going back in time …

● Two text snippets are similar to each other if their consequences are similar.
● So-called extrinsic evaluation.

● Such extrinsic evaluation satisfies the interpretability condition.
● We just need to inspect which questions

were incorrectly/differently answered given
one or the other text snippets.

● Often extrinsic evaluation has a high ramp-up
cost due to the necessity of external systems.
● For QA: we need to prepare questions

and answer them.
● For IR: we need to prepare an IR system

and ready to measure the relevance.
QA-based evaluation 
[Morris et al., 1992; Wang et al., 2020]



iCARE

● Instead of going deeper into the method … here’s a slide from my talk in 2020. 
● We can use an off-the-shelf LLM to automatically create questions and answer 

them based on either reference or generated text snippets.



iCARE

● This is still work in preparation, 
and I will skip the details. Please 
reach out to me or the amazing 
first author Radhika Dua at NYU.



Evaluating evaluation metrics

● What does it mean for an evaluation metric to be correct?
○ Perhaps it should correlate with the assessment by humans (us!)
○ But, which of us?

● This is where the challenge of AI for anything serious comes in.
○ We can’t simply deploy a chatbot and collect 👍/👎.

● We recruited three clinicians at NYU Langone and ask them to assess 154 pairs of 
clinical notes each:
○ These practicing clinicians were asked to tell which of two notes given the 

corresponding shared radiology image was better (or can’t tell). 
○ We also showed them 300 automatically generated questions and asked 

them to tell whether they are clinically relevant.



Clinician assessment vs. iCARE

● Most of the questions were considered clinically relevant.
● Agreement between iCARE and clinician’s assessment is pretty good, although not 

perfect.
● A good starting point , but … how about other metrics?



Clinician assessment vs. all metrics

● Pearson correlation based on {-1, 0, 1}.
● iCARE correlates reasonably with the clinician’s judgement (around 0.125). this is 

reasonable, although it is not perfect.



Clinician assessment vs. all metrics

● Pearson correlation based on {-1, 0, 1}.
● Most of the other metrics have significantly lower correlation with clinician 

judgement. In fact, BLEU-2 [Papiani et al., 2002] is as good as any other recent 
metrics 🤦 .



These metrics can fool us …

● We compared three different 
models; a (a) CheXpertPlus 
trained on MIMIC, a (b) 
CheXpertPlus trained on 
CheX+MIMIC trained model 
and Microsoft’s (c) MAIRA2.

● We use publicly available (a), 
(b) and (c) but re-evaluate 
them all ourselves.

● Qualitatively, (a) < (b) < (c).
● BUT!!!!



These metrics can fool us …

● We compared three different 
models; a (a) 
CheXpertPlus+MIMIC trained 
model, a (b) 
CheXpertPlus+CheX+MIMIC 
trained model and Microsoft’s 
(c) MAIRA2.

● Qualitatively, (a) < (b) < (c).
● iCARE, which reflects clinician 

assessment better, reflects 
this qualitative ordering 
perfectly. 



What went wrong here?

● We tend to believe (consciously or subconsciously) that a widely-accepted practice 
in another field will apply directly to a new field. 
○ This happens over and over: using BLEU/ROUGE for image caption 

generation, dialogue modeling, story generation,  etc.*
○ Until one is ready to build up even a tiny bit of expertise in the target field, it is 

easy for us to make the same mistake at the cost of more publications (!?)
● It takes time to start working on a new problem (especially in a new field). We 

should not rush ourselves nor rush others. This will ultimately result in a dearth of 
forgotten (and perhaps actively harmful) papers.

(*) Perhaps it’s just BLEU/ROUGE that’s an issue.



What went wrong here?

● Proxy metrics are scalable but only proxy, and we must know if they are adequate. 
It is difficult to do so, since it requires expertise. 

● We must work with experts to ensure that we do not set up a problem to be 
meaningless: easier said than done, but unfortunately it must be done. 

● This lesson is an evergreen one that we forget every time.

Vinayls et al. [2016] on Lessons learned from the 
2015 MSCOCO Image Captioning Challenge



Wishful thinking doesn’t matter



Scaling laws for downstream tasks

● Scaling laws in machine learning refer to a set of simple mathematical 
relationships between the amount of computation (in forms such as memory, 
computation, the number of data points, etc.) and the predictive accuracy (in 
forms of log-probability, 0-1 loss, etc.)

● These laws often exhibit a simple log-linear relationship: a łog L + b = α łog C + β 
with L a loss and C an amount of compute.

● These laws can sometimes be explained as the convergence rate of a statistical 
estimator. 



Scaling laws for downstream tasks

● The whole LLM community, especially those who train large models, is in love with 
these scaling laws, as they provide them with guidance on how to decide the 
model sizes, data sizes, etc. and what to expect from such models, without training 
a whole batch of models of extreme scale. 

Kaplan et al. (2020)



Scaling laws for downstream tasks

● The success of scaling laws for training large-scale language models however 
started to make people wonder if there can be such a simple relationship between 
the scale of compute/data and the downstream task accuracy. 
○ After all, do we really care about the log-probability assigned to a held-out 

internet text? We however do care about how well our model would prove the 
Riemann hypothesis (apparently!) 

● Since the scaling law tells us that there exists a simple relationship between the 
scale of compute/data and the validation perplexity, if such a simple relationship 
exists for the downstream accuracy, this means that there is a simple relationship 
between the validation perplexity and the downstream task.
○ p łog Acc + q = a łog L + b = α łog C + β



Scaling laws for downstream tasks

● At the face of it, this feels impossible without specifying what the downstream task 
is, in advance: it feels too good to be true. 

● But, these LLMs have done some magical stuffs in recent years, and what if there is 
a magical formula that predicts the downstream task accuracy? 

● In fact, some claim it is possible (to a certain extent).

Gadre et al. (2024)



Scaling laws for downstream tasks

● Gadre et al. [2024] specified that they were able to predict the average 
downstream accuracy across some (rather arbitrary) set of tasks. We decided to 
look into these tasks as well as more based on another parallel study [Magnusson 
et al., 2025].

● And, the picture is much messier than it was implied: every task is unique, and 
each task exhibits a unique relationship between its accuracy and the base 
model’s perplexity [Lourie, Hu & Cho, under review].



Downstream tasks are not monolith

● The relationship between the 
downstream accuracy and 
the base model’s perplexity is 
highly nonlinear and often 
unpredictable (highly noisy).

● The shape of nonlinearity is 
highly nontrivial, spanning 
everything from exponential 
curves to a flat line.



Downstream tasks are not monolith

● In fact, most of these downstream tasks’ 
accuracies are not predictable. 

● The average accuracy was predictable in 
[Gardre et al., 2024], simply because a majority 
of these tasks’ accuracies are not predictable 
and are effectively ignored as noisy. 

● Perhaps, this is still okay, as we can study each 
downstream task separately and draw some 
sensible conclusions. Or, is it?



Sensitivity to experimental settings

● It turned out it is not trivial to even study the impact of validation perplexity on a 
single downstream task. 

● Unless we are extensive in experiments, we can easily draw a wrong conclusion, or 
any conclusion we want to draw.



Everyone wants their own law

● It is fashionable to come up with yet another “law” in machine learning.
● The publish-or-perish culture encourages us to be surprised by some of these 

findings and to brand them as laws and publish them as rapidly as possible.

https://docs.google.com/file/d/1VBBNAdt3em4Kj2ZhiHqslx-dnjQlgvUE/preview


Everyone wants their own law

● It is fashionable to come up with yet another “law” in machine learning.
● The publish-or-perish culture encourages us to be surprised by some of these 

findings and to brand them as laws and publish them as rapidly as possible.

https://docs.google.com/file/d/19KJOhZPd0urxLJgdQ4l0J8Ozlr9xdfjt/preview


Empirical laws are hard to come by …

● It is fashionable to come up with yet another “law” in machine learning.
● The publish-or-perish culture encourages us to be surprised by some of these 

findings and to brand them as laws and publish them as rapidly as possible.
● But, it is likely that we are fooling ourselves by either looking only at where we 

would find such publishable laws or the universality of such law-looking 
phenomena.



Imperfect empirical laws can mislead

● These scaling laws are often used to make decisions on model sizes, compute 
budgets, data sizes, etc.

● If a scaling law was derived under some restrictions (e.g., a fixed compute budget, 
a fixed data budget, a particular choice of a learning algorithm, etc.,) one could 
arrive at a suboptimal decision when operating under another set of restrictions.

Hoffmann et al. (2022)



What is going wrong here?

● An empirical law is valuable when it is as concise/parsimonious as possible and still 
makes valid predictions. Because of the first condition (parsimony), it is unlikely 
that there could be many competing laws for one phenomenon.

● How can there be a such rapid series of new scaling laws proposed in the field? 
○ This implies that we are not comparing these so-called laws properly, and we 

may be simply finding different setups (restrictions) under which new laws fit 
data better than old laws.

● Each paper may simply be a description of the authors’ setup rather than a 
proposal of a new empirical law.
○ Such a law would be still valuable for the authors themselves for their uses.
○ Such a law would be meaningless both scientifically and practically for others. 



What is going wrong here?

● More specifically for downstream task performance, there was never meant to be a 
generally applicable scaling law w.r.t. pretraining performances and setups.
○ Without specifying the relationship between pretraining and downstream 

task setups, it would be wishful thinking to expect such a law to exist.
○ But, we often dream too much and write papers based on those dreams. 

● Any reasonable experiment should reveal this empirically, and any reasonable 
thought experiment should reveal the impossibility.  

Isik et al. (2025)



Empirical laws are great but …

● Good empirical laws make machine learning predictable.
● Predictability makes machine learning more practical and applicable.
● But, empirical laws must be far apart from each other, and we cannot simply claim 

better laws non-stop, especially when some of these are simply pipe dreams.
● I suspect pressure on everyone to rapidly produce more papers may be a culprit 

behind this phenomenon: we do not have time to wait to see if a purported law 
truly has predictive power and claimed universality.



Wrapping up …



Concluding remark

● Leaderboard chasing is a valid approach to research.
○ This is how we’ve progressed so much so fast.

● We want leaderboard chasing to stay valid.
○ We must set up each problem carefully.

● Often, it takes a lot of efforts and a lot of time to set up a problem carefully.
○ We can’t simply skip it, no matter what and how.



Thanks are due to …

● Researchers who spend enormous
efforts to perform reality checks on
the apparent (but often false)
progress based on leaderboard chasing.
○ (Thanks, Noah!)

● Researchers and engineers who are 
building increasingly better ways to
measure the progress.
○ Such as dynamic benchmark

[Kiela et al., 2021]
● And students who spend nights and

days trying to reproduce results and
realizing cold, hard truths.
○  ML Reproducibility Challenge


