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Why Explain?
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Practical Reasons

Communication, Education, Human-AI collaboration

               
                 

Error Diagnostic, Continuous Improvement, Robustness
                     
                     

Accountability, Legal Compliance 
                  
                     

Transparency, Trust

                    
                 

…
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Scientific Question: Explaining Complex Systems

Wei, et al 2018 

Nature

Chalupka, et al 

2018 UAI

Beckers, et al,

2019 UAI

Chen, et al 

2020 AM
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Interpretability research

What should be explained? What is an explanation? What is a valid
explanation?

                           
                     

{Output}{Input}

                      
                     

…

…

…

…

…

How to go from observations to valid explanations?
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AIs are the Simplest Complex Systems to Study

AI are fully observable 
and manipulable



How to Explain?
“Behavioral”



12

Behavioral Testing

                     
                     Inputs 
outputs

inspection
                           
                     

Camel

Cow

Camel

Carefully craft inputs, measure effects on outputs, come-up with hypothesis

High-level explanation



GAIA Leaderboard
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Benchmarking
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Controlled Setups

Idea: controlled transformation of the inputs, and measure effects on outputs

                           
                     

Output A

Output B

Input A

Input B

Transformation Effect

Evaluating Models’ Local Decision 
Boundaries via Contrast Sets 
EMNLP 2020

Learning What Makes a Difference from 
Counterfactual Examples 
ECCV 2021
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Controlled Setups - Examples
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Input Feature Attributions

controlled changes on the input features→ effects on output

      
     

      
    

    

    
      

     
     

 

LIME: local approximation of the boundary around
an input

SHAP: measure each feature contribution relative 
to others

Integrated Gradient: use the gradient information 
backpropagated in the input features



18

Problem with Feature Attributions

Similar feature attributions for 
randomly initialized networks 

compared to trained ones



(
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Neuroscience detour I

                           
                     

{Output}{Input}

                      
                     

Behavior is not enough; we have to look at the computation to 
find objective, measurable, and generalizable predictors 



)
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Behavior vs Computation

                           
                     

Camel

Cow

Camel

                     
                     Inputs 
outputs

inspection

High-level explanation

… … …… … …

But is it consistent with the low-level implementation?



How to Explain?
“Neural Correlates”
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“Neural Correlates”

… … …… … …{Input_0}

… … …… … …

{Input_1}

… … …… … …

{Input_n}

Study patterns 
of activations

… …



26

City opens new art {museum}

Non-modified chunk 
in serious

Modified chunk 
in serious 

City opens new art {jail}

Non-modified 
chunk in funny 

Modified chunk 
in funny 

Matched 
comparison

S
a
t
i
r
i
c
a
l

S
e
r
i
o
u
s
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Laughing Heads

Surprisingly, one head attends a lot to modified chunk in funny sentence 
and only in this case

Non-modified 
chunk in funny 

Modified chunk 
in funny 

Non-modified 
chunk in serious

Modified chunk 
in serious 
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Compare layer to layer 
similarity with CCA

I
n
p
u
t
s

Activations 

Layer A

Activations 

Layer B
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SV-CCA
Redundant layers appearing during training → possibilities for pruning
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Probes
I
n
p
u
t
s

Activations

L
a
b
e
l
s

𝑓  =

A model 𝑓 that reliably predict some 
behavior labels from activations 

Train/test
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Example of Probing: Linguistic Features

Labels: linguistic features
Probing Linguistic Features of Sentence-Level 
Representations in Neural Relation Extraction 
ACL 2020

Use the activations 
to predict linguistic 
features
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Problems with Probing



(
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Neuroscience detour II

                           
                     

{Output}{Input}

                      
                     

Very common to do “Probing” on brain activations: “mutivariate 
pattern analyses”, “brain signatures”, …
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The Dead Salmon



)
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Neural correlates fall short
Predicting is not understanding – correlations are everywhere and do not generalize

… … …𝑃( )|
Observed patternsbehavior

                           
                     

Camel

… … …

                           
                     

Camel
… … …

                           
                     

Camel

?

Do the observed patterns explain the behavior?



How to Explain?
“Causal patterns”
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I - Causal Models

                           
                     

{Output}{Input}

Why? 
Philosophers of Science argue that explanations must be causal analyses

"causes explain their effects »

- Understanding: know the behavior in any scenario
- Control: know the impact of modifications on the system
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Amnesic probing: Validating with Interventions

Does modifying the activation to fool the 
probe, removes the behavior?

Probe Behavior



45

Causal mediation analysis
Goal: Understand the impact of model components on model behavior

The Eiffel Tower is in

Predicted
token: Paris

                           
                     

the

Eiffel

Tower

is

in

…

…

…

…

…

Activation states

Attention

MLP

Softmax
What is the 
effect of this 

component on 
the 

prediction?
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Causal Mediation Analysis

X

M

Y
Direct effect

of X on Y

Indirect effect, 
mediated by M

How much of the effect of X on Y is explained by the path through M?

i.e., understanding the mechanisms by which X acts on Y,
disentangling the different paths of influences.
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Examples – Gender Bias
Causal Mediation Analysis for Interpreting 
Neural NLP: The Case of Gender Bias 
NeurIPS 2020
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Examples – factual recall

High causal effect on the prediction in early sites 
→ due to the activity of few MLPs

Facts are localized in few MLPs that
are associative memories for factual

knowledge
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Mechanistic Interpretability
Idea: Reverse-engineer trained neural networks to find simple, human-

interpretable, algorithms embedded in the computation

Base 
Neural Network

1. Circuit

0 1 0 1

a b c

I

F
0

F
1

F
2

0

2. Interpret
components



(
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Neuroscience detour III

                           
                     

{Output}{Input}

How do we know that our explanations are correct? 
How can we trust our analysis methods if we never test on examples of behavior / true

explanations
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Neuroscience detour

      
     

      
    

    

    
      

     
     

 

We know everything about the microprocessor, 
Let’s treat it as if it was a brain (where transistor ≈ neurons)

Can analysis methods recover meaningful information about the 
microprocessor even with perfect observations and manipulation capabilities?

NO
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Neuroscience detour

Even extensive intervention 
study gives no useful

information!



)
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MI is not the end of the story

We can find almost any explanation if we look hard enough
Even in randomly initialized neural networks

“High-dimensional nonlinear systems may be hard to understand, but they are easy to 
find stories in.” – Grace W. Lindsay → un-identifiable
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The Two Types of MI approaches
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Experimental Setup

Base Neural Network

Train an MLP to implement XOR

𝐴 = 0|1 + 𝒩(0, ℰ) 

𝐵 = 0|1 + 𝒩(0, ℰ) 

𝐶 = 𝑟𝑜𝑢𝑛𝑑 𝐴 ⊕  𝑟𝑜𝑢𝑛𝑑(𝐵) 

𝐴

𝐵

𝐶

Toy exercise in interpretability:

• What sequence of logic gates is 
implemented by the MLP?

• Where in the network is each gate 
implemented?

Enumerate exhaustively all candidate 
algorithms and mappings and test them with 
existing criteria.
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Where-then-What is not Identifiable
Do the current criteria used for selecting circuits and their grounding induce a 

unique solution?

Base Neural Network

Train an MLP to implement XOR

𝐴 = 0|1 + 𝒩(0, ℰ) 

𝐵 = 0|1 + 𝒩(0, ℰ) 

𝐶 = 𝑟𝑜𝑢𝑛𝑑 𝐴 ⊕  𝑟𝑜𝑢𝑛𝑑(𝐵) 

𝐴

𝐵
𝐶

NO

25 unique explanations with 
exact grounding for one circuit

…

85 unique circuits with perfect 
accuracy

…
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What-then-where is not Identifiable
Do the current criteria used for assessing causal alignment of an explanatory 

algorithm guarantee a unique solution? NO

A

B

𝐀𝐍𝐃

𝐍𝐀𝐍𝐃

𝐎𝐑

𝐎𝐑A

B

¬𝐀 𝐀𝐍𝐃 𝐁

𝐀 𝐀𝐍𝐃 ¬𝐁
159 perfect mappings 

(IIA=1)

…

Example of 2 perfect mappings for one 
algorithmBase Neural Network

Train an MLP to implement 
XOR

𝐴 = 0|1 + 𝒩(0, ℰ) 
𝐵 = 0|1 + 𝒩(0, ℰ) 

𝐶
= 𝑟𝑜𝑢𝑛𝑑 𝐴 ⊕  𝑟𝑜𝑢𝑛𝑑(𝐵) 

𝐴

𝐵
𝐶



69

Identifiability Issues → Generalization Issues

                           
                     

Camel

Cow

Camel

… … …𝑃( )|
Observed 
patterns

behavior
                           
                     

Camel

|𝑑𝑜 … … …𝑃( )
perturbed 
patterns

Model 
behavior

                           
                     

Camel

Behavior: Many explanations compatible with observed 
behavior. Which one matches the computation?

(Which one generalizes?)

Computational Correlate: Many causal mechanisms 
compatible with observed correlations. Which one 

generalizes?

Computational Causal Mechanisms: Many 
causally aligned explanations!! (Which one 

generalizes?)



What to do?
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Instrumentalism: Statistical (Causal) Inference on 
computational data

                           
                     

{Output}{Input}

… … …… … …

Distribution over computational traces Target property of interest
(estimand)

Estimator

 Usual questions:
- Estimand properties (e.g., identifiability)
- Estimators' properties: 
 Bias, variance, consistency, …
- Distributional properties:
 Generalization, uncertainty
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Computational Summarization aka Causal Abstraction

The high-level model 𝒜  is a causal abstraction of the low-level implementation ℒ 
if the variables in 𝒜 play the same causal role as their associated low-level variables.



Collaborators: Thank you!

Damien Teney

Saibo Geng

Wei Zhao

Marija SakotaRobert West
Giovanni 
Monea

Jason Eisner

Emre Kiciman

Kristina Gligoric

Martin Josifoski

Debjit Paul
Fei liu

Maxime 
Méloux

Francois 
Portet



Thank you!
Questions?

Contact: maxime.peyrard@univ-grenoble-alpes.fr

mailto:maxime.peyrard@univ-grenoble-alpes.fr
mailto:maxime.peyrard@univ-grenoble-alpes.fr
mailto:maxime.peyrard@univ-grenoble-alpes.fr
mailto:maxime.peyrard@univ-grenoble-alpes.fr
mailto:maxime.peyrard@univ-grenoble-alpes.fr
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