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Frontier AI lab, we release state-of-art models and regularly publish.
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Our 
Models
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We’ve awarded 150+ 
grants

Totalling $200,000+ 
so far

As of February 
2025:

Across 20 countries          → 





I currently work on designing large scale 
language models that are efficient, 
multilingual, reliable and trustworthy. 

If any of these topics are interesting the talk, 
happy to discuss after the talk.



For most of the last two decades, a belief that most 
progress is scaling model size has prevailed: “bigger is 
better.”

Today, we will ask:
1) Is bigger always better?
2)  How are our optimization space and tools are rapidly 
changing.

This will change the nature of our field of AI research.



The belief that “bigger has better” has shaped our 
ecosystem.



It has resulted in a shift of contributions from academic 
to industry research due to gaps in compute.

AI index report

https://aiindex.stanford.edu/report/


Has determined who gets to participate and who 
doesn’t.

AI index report, The Low resource double blind, Ahia et al.

https://aiindex.stanford.edu/report/
https://arxiv.org/abs/2110.03036


And has even led to widespread adoption of policy where 
larger models are assumed to bring new inflection points 
of risk.

Any model “trained using a 
quantity of computing power 
greater than 10^26 integer or 
floating point operations.” will 
be subject to more scrutiny. 

Implicit is the idea that more 
compute results in a new 
inflection point of capabilities 
and hence risk.

Hooker 2024

https://arxiv.org/abs/2407.05694


So today I will ask a controversial question. Is bigger 
always better? We will cover a few things:

What do we 
gain when we 

scale? 

What comes 
next: gradient 

free 
performance 

gains.

Open 
challenges 

and 
opportunities.



The role of model scale and 
data in recent 
breakthroughs



A “bigger is 
better” race in 
the amount of 
compute, 
parameters, 
data has 
gripped the 
field of machine 
learning.

Epoch AI, 2024 

https://epochai.org/data/notable-ai-models


This characterizes both vision and NLP tasks.

                       [Sharir et al. 2020]

https://arxiv.org/pdf/2004.08900.pdf


And involves large increases in both model and dataset sizes:

Epoch AI, 2024

Size of modern datasets over time.

https://epochai.org/blog/trends-in-training-dataset-sizes


This is captured by Rich Sutton as the “bitter lesson”

“... the only thing that matters 
in the long run is the 
leveraging of compute.”

In a punch to the ego of every 
computer scientist out there, 
what is being implied is that 
nothing in computer science 
history has worked as well as 
letting a model learn patterns 
for itself coupled with scaling 
the algorithm.



Is Sutton right?



- Different regimes of 
capacity appear to 
allow for different 
generalization 
properties.

- It is very simple formula 
(throw more 
parameters at the 
model)

[Wei et al. 2022, Nakkiran et al. 2019, Petroni et al., Brown et al., , Adam et al.] 

There is an argument in favor of this approach:

https://arxiv.org/pdf/2206.07682.pdf
https://arxiv.org/abs/1912.02292
https://arxiv.org/abs/1909.01066
https://arxiv.org/abs/2005.14165
https://arxiv.org/pdf/2002.08910.pdf
https://arxiv.org/abs/2005.14165


[Wei et al. 2022]

Few shot prompting performance 
improves with FLOPs.

Finetuning and few 
shot.

For example, instruction tuning only improves zero-shot performance on 
models above a certain size. 

https://arxiv.org/pdf/2206.07682.pdf


It also requires larger and larger models to take advantage of instruction 
fine-tuning.

link

https://ai.googleblog.com/2021/10/introducing-flan-more-generalizable.html


Certainly if you looked at chatbot arena, it is very clear the largest 
models index higher. 

link

First model on 
the leaderboard 
with known 
parameter count 
is Deepseek-R1 – 
685 billion 
parameters.

https://lmarena.ai/?leaderboard=


Scaling model size is still widely favored:

- More de-risked vs more difficult approaches 
of crafting new optimization techniques

- Fits into industry quarterly planning cycles – 
hard to justify deviating from the 
predictable path of gains.



However, a key limitation 

of blindly following “the 

bitter lesson” is that the 

relationship between 

model size and 

generalization is still not 

well understood.



Models at the same capacity have been getting far more 
performant over time.

Models under 13B on 
the llm open 

leaderboard over 
time.

Hooker 2024

https://arxiv.org/abs/2407.05694v1


Smaller models frequently outperform far larger models.

Hooker 2024

All models over 13B 
(grey) that 

underperform the 
best daily model 

under 13B submitted 
to the llm open 

leaderboard (green).  

https://arxiv.org/abs/2407.05694v1


We also see this frequently in our own work. Aya Expanse 32B is our state-of-art 
multilingual and on Scale’s private leaderboard (third party, no released test set) 
outperforms drastically larger models including Claude, Mistral Large 2, & Llama 
3.1 405B parameters.

Scale Private 
Leaderboard

https://scale.com/leaderboard/japanese
https://scale.com/leaderboard/japanese


We recently released Aya Vision multilingual multimodal model 8B – which outperforms 
llama-3.2- 90B and Molmo 72B across languages spoken by 50% of the worlds 
population. 

Aya Vision.

Aya Vision 8B 
outperforms models 
11x its size – llama 
90B.



In fact, we observe a highly  uncertain relationship between 
compute and performance.



In fact, we observe a highly  uncertain relationship between 
compute and performance.

1) Data quality compensates for need for compute

2) Architecture plays a significant role in determining scalability

3) Post-training optimization reduces need for training time compute.

4) Diminishing returns to adding more weights.

5) Many redundancies between weights, most weights can be removed after 

training.

6) Majority of weights used to represent a small slice of overall distribution.



Data quality compensates 
for the need for compute.



Recent work finds smaller amounts of higher quality data removes the 
need for a larger model. 

There is increasing 
evidence that efforts to 
better curate training 
corpus, including 
deduping, pruning data 
and better quality 
synthetic data can 
compensate for the need 
for larger networks and/or 
improve training dynamics. 

Kreutzer at al. 2022

Lee et al. 2022 

Muennighoff et al. 
2023

https://direct.mit.edu/tacl/article/doi/10.1162/tacl_a_00447/109285
https://arxiv.org/pdf/2107.06499.pdf
https://arxiv.org/pdf/2305.16264.pdf
https://arxiv.org/pdf/2305.16264.pdf


[[Marion et al. 2023]] 

Our recent work focuses on effective data pruning for pretraining 
internet scale.

https://arxiv.org/abs/2309.04564


We can improve over our 
no-pruning baseline while 
training on as little as 30% of 
the original training dataset.

[[Marion et al. 2023]] 

https://arxiv.org/abs/2309.04564


Data pruning is a valuable optimization at multiple stages of training 
pipeline – here we also show promising results in preference training.

We reduce instances of indecisive 
(or “tie”) outcomes by up to 54% 
compared to a random sample 
when focusing on the top-20 
percentile of prioritized instances.

This helps save valuable human 
feedback for the most important 
instances.

[[Boubdir et al. 2023]] 

https://arxiv.org/pdf/2310.14424.pdf


Relationship between 
weights and performance is 

not well understood.



1. Diminishing returns to adding parameters. Millions of parameters 
are needed to eek out additional gains.

Table: Kornblith et al., 2018 

Almost 
double the 
amount of 
weights for a 
gain in 2% 
points.

[Kaplan + 2020]

https://arxiv.org/pdf/1805.08974.pdf
https://arxiv.org/pdf/2001.08361.pdf


The looming question of diminishing returns has also impacted recent 
model launches.



2. Redundancies Between Weights

Denil et al. find that a small 
set of weights can be used to 
predict 95% of weights in the 
network. 

[[Denil et al., 2014]] 

https://arxiv.org/abs/1306.0543


3. Most weights can be removed after training is finished (while only 
losing a few % in test-set accuracy!)

[[The State of Sparsity in Deep Neural Networks, 2019, Gale, Elsen, Hooker]]

With 90% of 
the weights 
removed, a 
ResNet-50 only 
loses ~3% of 
performance 
(for certain 
pruning 
methods).



Empirical risk minimization means we optimize to 
reduce average error:

This means it takes 
more capacity or 
longer training to 
learn rare features.

Majority of features are 
learnt early in training. 
Despite this most of 
training focuses on 
long-tail.

Majority of features 
can be learnt using 
small models. Scaling 
of size primarily 
benefits small tiny 
part of distribution.



Work with colleagues over last 5 years has focused on 
understanding what is lost and gained as we vary model size. 

[[Hooker et al. 2019, Hooker, Moorosi et al, 2020, 
Ahia et al. 2021, Ogueji et al. 2022, Marchisio 
2024]] 

https://arxiv.org/abs/1911.05248
https://arxiv.org/pdf/2010.03058.pdf
https://arxiv.org/abs/2110.03036
https://arxiv.org/abs/2211.02738
https://arxiv.org/pdf/2407.03211
https://arxiv.org/pdf/2407.03211


Across a variety of settings and modalities, we find that removing weights 
causes models to loss performance on the long-tail.  The majority of weights 
(90% of all weights) are used to memorize very rare examples in the dataset. 

[[Hooker et al. 2019, Hooker, Moorosi et al, 2020]] 

When we 
remove weights 
models lose 
performance on 
rare examples. 

https://arxiv.org/abs/1911.05248
https://arxiv.org/pdf/2010.03058.pdf


0 % 90 %

Overparameterized 
Dense  Model

Model with 90% 
weights removed

Put differently, we are using the majority of our weights to encode a useful 
representation for a small fraction of our training distribution.

It is worth emphasizing this finding: We lose the long-tail when we 
remove the majority of all training weights.



[[Hooker et al. 2019, Hooker, Moorosi et al, 2020]] 

When we scale models, we are paying an enormous cost to learn a small 
slice of the distribution (noisy and atypical examples).

https://arxiv.org/abs/1911.05248
https://arxiv.org/pdf/2010.03058.pdf


[[Siddiqui et al. 2023]] 

Noisy and atypical examples are learnt last

Typical examples 
learnt first 

5. Most of training time is spent learning rare examples. High frequency 
examples are learnt early on and don’t require much training time.

https://arxiv.org/pdf/2209.10015.pdf


So where do we end up?

I may have 
convinced you 
that we are now in 
a period of 
decreasing returns 
to compute.



So where do we end up?

I may have 
convinced you 
that we are now in 
a period of 
decreasing returns 
to compute.

Regardless of whether 
you are convinced that 
transformers are 
saturated, I hope I have 
convinced you that our 
current trajectory is 
extremely expensive. 
We pay a lot to learn 
infrequent and rare 
features.



Point of comparison: our Brain is incredibly energy efficient.

Has over 85 billion neurons but runs 
on the energy equivalent of an 
electric shaver

Key design choices to embed 
efficiency:
Specialized pathways
Simulate much of what we “see”
Log scale vision



Some aspects of what we do with deep neural networks is 

painfully inefficient.

- We do not have adaptive compute. 
Typically we see all examples same 
amount of time during training. 

- Global updates mean all prior 
information is erased.

- Empirical risk minimization means 
while we optimize for average 
performance, it takes considerable 
more compute to model rare or 
infrequent artefacts.



So where do we end up?

I may have 
convinced you 
that we are now in 
a period of 
decreasing returns 
to compute.

Regardless of whether 
you are convinced that 
transformers are 
saturated, I hope I have 
convinced you that our 
current trajectory is 
extremely expensive. 
We pay a lot to learn 
infrequent and rare 
features.

So – that prompts 
the question of what 
comes next.

If scaling model 
size is slowly dying 
– what is our 
biggest lever of 
progress?



“What we have before us are 
some breathtaking opportunities 
disguised as insoluble problems”

John Gardner, 1965.



1950

2025

Modern computer science as 
a field has only existed 
for the last 75 years.



Our pursuit as a field has been centered around optimizing 
the algorithm.

Algorithm



Now, we are an interesting time where our tools for 
optimization are finding new spaces.

AlgorithmOptimization in the 
data space.



Now, we are an interesting time where our tools for 
optimization are finding new spaces.

Algorithm

Inference time 
scaling. 

Gradient free 
performance 

boosts.

Optimization in the 
data space.



Optimization in the data space 

– for the first time it is scalable 

to steer the data space towards 

properties we care about.



Promising directions for optimizing in the data 
space to make better use of capacity:

Data pruning, 
Weighting

Data Arbitrage

“Spending more 
capacity on the data 

points we care 
about”

1
..

Synthetic data

“Steering dataset 
generation using 

‘on-the-fly’ 
objectives”

2
..



Data pruning or 
Weighting

“Spending more 
capacity on the data 

points we care about”

1.

[[Boubdir et al. 2023,Marion et al. 2023, Blakeney et al. 2024, Chimoto et al. 2024]] 

https://arxiv.org/pdf/2310.14424.pdf
https://arxiv.org/abs/2309.04564
https://arxiv.org/pdf/2406.03476
https://arxiv.org/abs/2405.19462


Much of our recent work over the last two years has focused 
on data pruning, prioritization of examples.

[[Marion et al. 2023]] 

Pretraining Scale

[[Boubdir et al. 2023]] 

Prioritizing human 
annotation

Instruction Finetuning Pruning 
and Dataset Weighting

[[Singh et al. 2023]] 

https://arxiv.org/abs/2309.04564
https://arxiv.org/pdf/2310.14424.pdf
https://arxiv.org/pdf/2310.14424.pdf


Moving away from 
static datasets.

“Optimize in the 
data-space to steer 
on-the-fly towards 

desirable properties.”

2.

[[Odumakinde et al 2024, Shimabucoro et al 2024.]] 

https://arxiv.org/pdf/2408.14960
https://arxiv.org/pdf/2407.01490


ML researchers have historically treated as data to be fixed, 
something to be worked around rather than something they can 
control.

65

Fixed 
(dataset creators are 
usually distinct from 
dataset consumers)

Focus of the ML community
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This also meant we were stuck with the quality of datasets collected. 



Most of machine learning has been built around the 
assumption that we sample IID from the underlying 
distribution we want to model.

However, this is highly 
inefficient – because it 

means we have to wade 
through a lot of frequent 

examples before we start to 
learn the rare examples.



However, we are in the midst of one of the most profound 
paradigm shifts. Advances in synthetic data make it much 
more interesting to imagine the data space as malleable.

1. Large scale 
annotation from llms 

allow for more 
malleable annotation 

categories.



Targeted synthetic data creation allows us to oversample from 
parts of the distribution we deem important but isn’t well 
represented in a random collected sample.



Now we can start to optimize and steer in the data space. We 
have done significant work on this over the last year – we call 
this “active inheritance.”

Shimabucoro et 
al. 2024

Can we explicitly steer the 
models towards the 
properties we want at test 
time by exploiting the data 
generation process?

https://arxiv.org/pdf/2407.01490
https://arxiv.org/pdf/2407.01490


Our recent work show significant gains when we explicitly steer data 
generations toward non-differentiable properties (toxicity, length).

Shimabucoro et 
al. 2024

40% decrease

+20% increase

https://arxiv.org/pdf/2407.01490
https://arxiv.org/pdf/2407.01490


We also show that we can dramatically improve performance by 
targeting to pick the best teacher model for parts of the distribution 
we care about.

Ayomide Odumakinde et al. 2025

 avoids mode collapse - leveraging pools of models with 
different strengths to compose data distribution.

https://arxiv.org/pdf/2408.14960v1


What can we do when we 
don’t allow for any gradient 

updates?

Increasingly, optimization 
has moved post training.



What are some optimization approaches that don’t require gradient updates 
but greatly improve model performance?



 A profound shift in how we optimize is underway. We are in an era where 
we can learn “on-the-fly” – and adapt models based upon immediate 
context.

Navigates search 
space of solution:

Inference scaling

Gradient free performance 
boosts.

Changes model 
itself:

Merging
RAG

Conditions 
response in-place 

to immediate 
feedback



Many techniques which add large boosts to performance do not require any 
additional gradient updates. 



Pre-Training Post-Training Pre-Training Post-Training

pre-training

post-training

You can think of merging as bonsai grafting – you can target 
inheriting certain capabilities from a pool of models.



Model merging combines two or more neural networks into a single model 
by combining the weights. No gradient updates are needed.



Merging requires no additional training, and often preserves performance 
while introducing new capabilities.

Aakanksha et al. 2024

https://arxiv.org/pdf/2410.10801


Aya Vision extends multimodal performance to multilingual.

Initially large 
degradation in 
text performance 

Just finetuning 
results in large 
text degradation.



Merging not only 
boosts text win-rates 

but also vision 
win-rates!!!

+13%

+12%

vs. Aya Expanse 8B

vs. Pangea 7B

We can avoid degradation by merging – add in new capabilities without 
compromising existing performance.



There are considerable benefits and simplicity to merging – for inheriting 
desirable capabilities while preserving existing behavior.



Pre-Training Post-Training
Inference

Pre-Training Post-Training Inference

OR
➕

Sample Squeeze
pre-training

post-training

Inference time techniques spend more time on selecting which 
fruit to pick, and how to squeeze (combine) the best fruit.



With inference compute, you spend a fraction of the compute 
during pre-training but see large gains.



By strategically sampling up to 5 samples, 10%+ winrates 
on state-of-art Command-A 100 billion parameter model.

Khairi et al, 2025

https://arxiv.org/pdf/2506.20544


Avoid everyone have 
to be an expert 
prompt engineer.

Post-Training

Controllability and continuous learning techniques aim to remove 
the burden from the user, by inferring from the context and 
automatically adapting the model.

Respond to user 
feedback real-time.

Continuously adapt to 
new inputs.



One of our goals: make expert prompting a hack of 
the past.



We predict a complex taxonomy of treasure markers, which guides the 
model to higher performance.



Prefix conditioning allows for more controllability at 
inference time.

ArenaHard Win Rates Coding
Map Markers at Training

Uncover Gains at Inference



Co-design of both model and interface.



So where does that leave us.



On a big picture level – gradient free improvements are also 
more similar to our own intelligence. 

- Our intelligence is not 
individual, but collective.

- While our brain develops over 
the course of our lifetime, 
human intelligence is ever more 
collective and expanded based 
upon dynamic pooling of 
knowledge. 

- Coordination of our intelligence 
does not require global 
updates, it is extremely cheap. 
It is driven by our societal ties. 



P 93

It is very possible that the next breakthrough will require a 
fundamentally different way of modelling the world 

with a different combination of hardware, software and 
algorithm.

1950’s 2012 What next?
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Model scale is the least interesting idea to throw at a problem. 
Increasingly, we should justify additional complexity and bend 

scaling curves by focusing on efficiency. 

1950’s 2012 What next?



P 95

Our wider space for optimization will further amplify the divide 
between academia and industry. If intelligence is about 

interaction and continuous adaptation, control of the 
environment matters.

At the very least – an expanded optimization space makes our 
lives a lot more interesting. There is a lot of fun to be had over 

the next 10 years.



Let’s open up 
for questions 
and discussion.

Feel free to reach out: 

sarahookr@gmail.com


